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ABSTRACT

This study aims to examine the potential benefits and challenges associated with conversational artificial
intelligence (CAI) implementation within small and medium enterprises (SMEs). The study employs a
comprehensive literature review and thematic analysis as the primary data collection and interpretation
methods. CAl technologies are examined, including chatbots, virtual assistants, and automated response
systems. These technologies offer SMEs opportunities to automate customer service operations, gain valuable
customer insights, and enhance operational efficiency. However, their integration also presents technical
difficulties, financial constraints, data privacy and security concerns, and inherent CAl limitations. The study
results provide a nuanced understanding of CAl’s role in SMEs, offering insights into practical applications,
potential benefits, and hurdles. The findings highlight SMEs’ need to strategically approach Al implementation,
balancing the potential benefits and associated challenges. The key conclusion drawn from this study is that
the strategic and well-planned adoption of CAl can significantly benefit SMEs. However, it should be viewed
as an augmentation of existing operations rather than a complete replacement. This study also identifies the
need for future research, particularly empirical studies examining the implementation of CAl in SMEs and
exploring its long-term impacts and ethical implications.

Keywords: artificial intelligence (Al); conversational Al (CAI); small and medium enterprises; SME; digital
business; digital transformation; Al implementation; literature review
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OPUTUHANBHAA CTATbA

UccnepoBaHMe BO3MOXXHOCTEM UCMNOJIb30BaHUSA
U Npo6s1eM pasroBOPHOro UCKYCCTBEHHOIO
UHTENNEKTA Ha MaNbiX U CpeaHUX NpennpuUaTusaX

B.®. Pupxo
HaumnoHanbHbI yHUBEPCUTET pa3BuTUs «BeTepar» BoctouHoi SBbl, Cypabas, MHaoHesus

AHHOTAUUA
Lenbio 4aHHOrO MCCNef0BaHUS ABASETCS M3YUYEHME NOTEHLMANbHbIX MPEUMYLLECTB M Npo6aeM, CBA3aHHbIX
C BHeApeHMEeM pa3roBOPHOIo MCKYCCTBEHHOrO nHTennekTa (PUN) Ha manbix u cpeaHunx npeanpusatuax (MCHI).
B kauecTBe OCHOBHbIX METOAO0B MOSYYEHUS U UHTEPNPETALMM AAHHBIX B UCCNEA0BAaHUM UCMOMb3YIOTCS KOM-
NAEKCHbIM 0630p NMTepaTypbl M TEMATUYECKMI aHanu3. PaccmaTtpuBatoTcs TexHonorun PUN, Bknovas 4at-60Tbl,
BMPTYaNbHble MOMOLLHMKM 1 CUCTEMbI aBTOMATMYECKOro 0TBETA. ITU TexHonormuu npegoctasnstor MCI Bo3Mox-
HOCTV aBTOMATU3MpPOBATb OMNepaLMm No 0BCAYKMBAHUIO KIMEHTOB, MONyYaTb LEHHY MHDOPMALMIO O KIIMEH-
Tax ¥ NOBbIWATb ONEePaLMOHHY0 3PPeKTUBHOCTb. OLHAKO MX MHTErpaLMs TakKe CONpsXKeHa C TEXHUYECKUMM

© Ridho W.F., 2023
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An Examination of the Opportunities and Challenges of Conversational Artificial Intelligence in Small and Medium Enterprises

TPYLHOCTSAMU, GUHAHCOBBIMU OrpaHUUYEHUsMU, NpobeMaMm KOHOUAEHLUMANBHOCTU U 6@30MaCHOCTU AAHHbIX,
a Takxe ¢ npucywmmn PUN orpaHnyeHmnamu. Pesynbratbl cCnefoBaHWs NpeacTaBastoT noapobHoe onmcaHmne
ponu PN B MCIT, BO3MOXHOCTEN NPaKTM4ECKOro NpMMeHeHUs, MOKa3bIBaOT NOTEHLUMANbHbIE MPEUMYLLECTBA
W NpenaTcTBusa ncnonb3osaHus PUN. PeaynbtaTbl nccnenoBaHMs NoAYepKMBaAOT HEOOX0AMMOCTb CTpaTermye-
ckoro noaxona MCIT k BHeapeHuto PUN ¢ yueToM noTeHLManbHbIX NPEUMYLLECTB M CONYTCTBYHOLWMX NpobneM.
OcHOBHOV BbIBOA, CAENAHHbIM Ha OCHOBE AAHHOrO MCCNEA0BaHMS, 3aK/I0YAETCS B TOM, YTO CTpaTermyeckoe
M XOPOLLO CNAaHMPOBaHHOe BHenpeHune PUM MoxeT npuHecTn 3HauutenbHyo nonbsy MCI. OgHako PUN cne-
AyeT paccMaTpmBaTb KakK AONOJIHEHME K CYLLECTBYIOWMM OnepaLmsaM, a He KakK UX NOAHYI0 3ameHy. [laHHoe
uccenoBaHMe Takke onpenensietT HeobxoaMMOoCTb MPoBefeHUS ByayLIMX HayYHbIX paboT, 0COBeHHO 3MNUpHU-
YeCKMX UcCnenoBaHun, NOCBsLLEHHbIX BHeapeHuto cuctem PUN 8 MCIT 1 n3yyeHunto nx oNrocpoyHoro BAMsHUS
M 3TUYECKMX NOCNEeACTBUIN ANS OpraHM3aLmi.

Kniouesvie cnosa: nckycctseHHbin uHTennekT (UW); pasrosopHbint M (PUN); manbie u cpegHue npeanpustus;
MCIT; umdpoBoi 6usHec; uMbposas TpaHchopmaums; BHegpeHue NM; 063op nutepaTypbl

Ans yumupoeanus: Pupxo B.®. UccnepoBaHne BO3MOXKHOCTEN MCMO/Ib30OBAHUSA U NPO6aEM pa3roBopHOro
MCKYCCTBEHHOIO MHTE/UIEKTA HA ManbiX U cpeaHux npeanpusatusx. Review of Business and Economics Studies.

2023;11(3):6-17.DOI: 10.26794/2308-944X-2023-11-3-6-17

1. Introduction

The continuous advancement of artificial intelli-
gence (Al) technology, particularly conversational
Al (CAI), has significantly transformed various
aspects of our lives and industries. The role of Al
in the modern economy has grown exponentially
over the past decade, driven by advancements in
computing power, data availability, and machine
learning algorithms. As a result, Al systems, in-
cluding CAI, have become increasingly adept at
performing a wide range of tasks, such as natural
language processing and decision-making support
[1]. The integration of this technology across vari-
ous sectors has offered large corporations a com-
petitive edge and now holds the potential to revo-
lutionise the operational dynamics of small and
medium-sized enterprises (SMEs), creating av-
enues for growth and innovation despite distinct
challenges. The global conversational AI market,
valued at USD 6.18 billion in 2021, is expected to
exhibit a compound annual growth rate (CAGR) of
23.6% between 2022 and 2030, highlighting this
technology’s increasing adoption and potential [2].

However, the impact of Al on SMEs has been less
pronounced, with many smaller organisations need-
ing help to keep pace with the rapid developments
in Al technology [3]. This is due, in part, to the high
costs associated with Al implementation, as well as
the specialised knowledge and resources required
to develop and maintain Al systems [4]. Moreover,
SMEs often need more scale and resources to ef-
fectively leverage Al for competitive advantage, as
they typically operate on smaller budgets and with
fewer personnel than their larger counterparts [5].

The potential advantages and challenges of CAI
technology for business advancement remain to be
explored. This research attempts to answer critical
questions about the potential benefits for SMEs
when implementing CAI technologies and the chal-
lenges SMEs might face when incorporating CAI
into their operational structures.

This research focuses on the application of con-
versational Al (CAI) within the operations of SMEs,
emphasising potential challenges and risks. It aims
to enrich the existing literature by offering a com-
prehensive examination of CAI’s effects on SMEs, a
subject that has yet to be thoroughly investigated.
Moreover, it extends its contribution by delivering
actionable insights and implications that can assist
SME:s in successfully integrating conversational
Al into their businesses. For instance, SME own-
ers can leverage these insights to enhance their
understanding of CAI implementation, promoting
business growth [10]. Simultaneously, these find-
ings can serve as a resource for government entities,
guiding the development of policies to improve the
SME sector and mitigating any negative impacts
stemming from Al technology [11].

2. Literature review

2.1. Conversational artificial intelligence
(CAD

CAlI refers to using artificial intelligence technol-
ogy to enable natural language interactions between
machines and humans through natural language
interfaces [12]. Initially emerging as text-based
interfaces, CAI has since expanded to incorporate
other forms of communication, including voice

7
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and image interactions. Examples of this evolu-
tion include text-based general conversational Al

such as ChatGPT and customer service chatbots.
Voice-activated assistants, such as Siri or Google

Assistant, represent another facet of this develop-
ment. Furthermore, image-based conversational

tools such as visualGPT exemplify the broadening
scope of CAI, demonstrating its capacity to inter-
act through various mediums. In this context, CAI

serves as an interface for Al technologies. It comes

in multiple forms, such as chatbots, virtual assistants

and automated response systems, and needs to

be further defined in the context of CAI. Chatbots

are Al software designed to interact with humans

using natural language. These interactions can oc-
cur on various platforms, such as websites, social

messaging platforms, and via text or voice [13, 14].
An automated response system refers to a system

that utilises automation to generate responses or
perform tasks without human intervention. It can

be part of a more extensive automation system or
operate independently [15, 16]. In the context of
CALl it refers to an umbrella term for chatbots and

virtual assistants designed to interact with users and

provide information or assistance without human

intervention [17, 18].

Conversational Al has seen considerable evo-
lution since its inception. The origins of conver-
sational Al can be traced back to the 1960s with
ELIZA, a simple rule-based system developed at the
Massachusetts Institute of Technology (MIT) that
mimicked a psychotherapist [19]. PARRY followed
this in the 1970s, which simulated a person with
paranoid schizophrenia, marking an early attempt
to model human conversation more realistically
[19]. The 1990s saw the advent of more sophisti-
cated systems, such as Artificial Linguistic Internet
Computer Entity (ALICE), which used heuristic
pattern matching to hold conversations and won
the Loebner Prize. In the 2000s, with the advent of
the internet and improvements in computational
power and data availability, conversational Al began
to include machine learning and natural language
processing capabilities. The current era of conversa-
tional Al, characterised by deep understanding and
neural networks, started in the 2010s. This has led
to the development of advanced systems [20], such
as OpenAI’s GPT-3.5 and Google’s Meena. Today’s
CAI, powered by generative Al capabilities, can gen-
erate human-like text and understand the context
using Natural Language Programming (NLP). This

makes them increasingly versatile tools for content
generation, customer service, personal assistance,
and more [21, 22].

CAI has become increasingly important in busi-
ness due to the emergence of big data and advance-
ments in computing power [23]. CAI can potentially
transform various aspects of business, including
digital marketing, customer service, and commerce
[24]. Organisations can better understand their cus-
tomers and deliver personalised digital messages
[23]. CAI can also drive business model innovation
by developing new and innovative business mod-
els [25]. It has been widely used in industries such
as tourism and hospitality, where conversational
agents empowered by Al are becoming more com-
mon [26]. The application of conversational Al can
significantly impact the customer experience and
reduce service costs [27]. Overall, conversational Al
has the potential to enhance business performance,
improve customer engagement, and enable informed
decision-making [28, 29].

2.2. Role of CAI in business context

The role of Al in business contexts has attracted
substantial attention in recent academic litera-
ture. Studies have consistently underscored the
potential of Al to revolutionise various aspects
of business operations, such as enhancing pro-
ductivity, augmenting decision-making capabili-
ties, and enriching customer service experiences
[23, 25, 30-35]. CAI has been shown to empower
decision-making processes by providing valua-
ble insights and recommendations based on data
analysis [30, 31, 36]. It has also been found to
contribute to business model innovation and the
transformation of industries [23, 25]. Additional-
ly, CAI can potentially improve customer service
experiences through personalised recommenda-
tions and solutions [36]. However, it is essential
to consider the limitations and challenges asso-
ciated with CAI, such as biases and ethical impli-
cations [33, 35]. Overall, the academic literature
highlights the significant impact of AI on vari-
ous aspects of business operations and empha-
sises the need for further research in this area.

2.3. CAI implementation case in SMEs

CAI implementation in small and medium-sized
enterprises (SMEs) presents a unique set of op-
portunities and challenges, a topic that has re-
cently gained prominence in scholarly litera-

8

rbes.fa.ru



An Examination of the Opportunities and Challenges of Conversational Artificial Intelligence in Small and Medium Enterprises

ture. Due to their size and flexibility, SMEs can
often adopt new technologies faster than larger
enterprises, allowing them to stay competitive
and innovative [37]. Al has been identified as
a significant driver of operational efficiency in
SMEs. A study by Von Garrel and Jahn [38] dem-
onstrated how Al could streamline operations
in SMEs by automating repetitive tasks and pro-
viding predictive insights, thereby freeing up
human resources for more strategic tasks. CAI
has also been shown to enhance decision-mak-
ing in SMEs by providing data-driven insights
and recommendations [39]. In summary, while
the literature on CAI implementation in SMEs
is still emerging, existing studies underscore its
potential benefits and the need for strategic ap-
proaches to overcome associated challenges.

3. Method

This study uses a literature review and thematic
analysis as the primary research method. The
method relies on a comprehensive review of sec-
ondary data sourced predominantly from academ-
ic journals, industry reports, and articles available
on the Internet [40]. The aim of this study is to
obtain a broad and deep understanding of the use,
benefits, and challenges of implementing CAI in
SMEs. The data collection process involves the use
of specific search terms related to our research
questions, such as “Conversational AI”, “SMEs”,
“Al adoption”, “challenges”, and “benefits”, among
others. Databases such as Google Scholar, IEEE
Xplore, and ScienceDirect will be used to source
peer-reviewed articles. Journals chosen as review
sources were assessed based on their relevance
to the research question, with the author’s judge-
ment based on their title and abstract. After that,
it will be analysed further for content. While web-
sites such as Medium, Towards Data Science, and
Forbes will provide insights from an industry per-
spective. Information regarding CAI implementa-
tion in large companies was also collected to pro-
vide a broader context of the potential application
of CAI to SMEs’ business functions.

Data analysis will include coding and catego-
rising the collected information according to our
research questions and theoretical framework. Cod-
ing refers to assigning labels to data that represent
themes or categories such as “benefit”, “challenges”,

“implementation”, and “limitation”. Categorising
refers to grouping based on coded data. A thematic

analysis will identify recurring patterns and themes

across the literature [41]. The synthesised results

will then be interpreted in line with our theoretical

basis, providing a comprehensive view of the impli-
cations of CAI technology for SMEs. This secondary
research methodology enables us to consolidate and

analyse various perspectives and findings. How-
ever, it is essential to be aware of the potential for
bias and critically evaluate the sources’ quality and

relevance.

4. Results and discussion
4.1. Implementation and benefit of CAI
in SMEs

Deploying conversational Al technology has
benefited SMEs across diverse sectors [42]. This
transformative technology has been instrumental
in reshaping the operational landscape of these
businesses, offering a wide array of advantages
beyond mere cost savings. CAI has emerged as a
crucial enabler for SMEs to access knowledge and
capabilities once reserved for large corporations
with substantial resources.

One of the most compelling features of CAI
is its ability to generate content dynamically by
utilising generative Al. This capability, powered
by state-of-the-art machine learning models, has
opened up many opportunities for SMEs. The
most powerful feature supported by generative
Al technology, is that CAI could create content
from scratch, such as marketing materials and
strategy [43, 44], generate insightful reports [45]
and write business emails. This allows SMEs to
manage various functions with little to no costs,
matching the capabilities of their larger coun-
terparts. The outcomes from such generative Al
models closely resemble content produced by
humans, as they are trained using a vast array of
data. These models can be tailored to carry out
particular tasks, such as creating slides following
a specific style, composing marketing campaigns
targeted at a particular demographic, providing
commentary for online gaming, and generating
high-resolution images [46]. CAI can be lever-
aged for tasks that require programming, as it can
generate code based on user prompts. This allows
users with minimal programming skills to execute
tasks that traditionally require significant coding
knowledge, such as creating digital materials such
as websites or applications. For budget-conscious
SMEs, this could be a game-changer. CAI aids users
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by suggesting code, resolving programming-related
queries, and guiding problem-solving processes
[47]. Its natural language processing capabilities
enable it to comprehend and produce code, making
it a valuable resource for users [48]. Additionally,
CAI can assist with code documentation, create
code snippets, and explain programming concepts
[49]. With the advent of CAI, these expenses can
be significantly mitigated.

Moreover, these Al-driven systems have been
pivotal in providing valuable customer insights. By
analysing customer interactions, SMEs can better
understand customer behaviour, preferences, and
needs [55]. For instance, an online retail business
can use chatbot interactions to identify common
customer inquiries or complaints, helping them
proactively address these issues. This data-driven
approach allows SMEs to tailor their products and
services more effectively, increasing sales and cus-
tomer retention. According to the customer rela-
tionship management (CRM) theory, understanding
and responding to customer needs is critical to
building long-term customer relationships and
driving business growth [56]. By leveraging CAI,
SMEs can implement CRM strategies more effec-
tively, using the insights gained from customer
interactions to deliver personalised experiences
and build customer loyalty. In addition, CAI has
also played a significant role in internal business
operations. It has enabled SMEs to automate rou-
tine tasks, allowing employees to focus on more
strategic, value-adding activities. For example, a
small tech company could use a CAI to automate
scheduling meetings or managing project time-
lines, allowing their team to focus more on product
development and innovation [57]. Furthermore,
the scalability of CAI systems has been particu-
larly beneficial for SMEs. As these businesses grow,
the CAI systems can easily be scaled up to handle
increased customer interactions without signifi-
cant additional investment. For instance, as an
e-commerce business expands its customer base, it
can scale up its CAI capabilities to drive increased
customer inquiries without hiring more customer
service staff [58].

Overall, the advent of CAI has levelled the play-
ing field, allowing SMEs to access capabilities and
knowledge previously out of their reach. By effec-
tively utilising CAI, SMEs can enhance their op-
erations and improve their competitive position
in the market.

4.2. Implementation challenge

and limitations for SMEs

While CAI presents many opportunities for SMEs,
it is also full of challenges. There are several con-
siderations that SMEs must address when imple-
menting, maintaining, and managing the exter-
nalities of Al Certain inherent limitations of CAI
have been identified, which may pose potential
concerns for SMEs compared to large corporations.

4.2.1. Technical challenges

SMEs may need help integrating these Al systems
with their IT infrastructure [59, 60]. This process re-
quires a certain level of technical expertise to ensure
seamless integration and operation. Furthermore,
maintaining and updating these systems to keep
up with advancements in Al technology can be a
daunting task for SMEs that may need a dedicated
IT team. SMEs could implement CAI on a smaller
scale, which does not require massive integration
with the IT structure. SMEs’ key advantage over
larger businesses is their simpler IT infrastructure.
This simplicity lowers the barriers to Al implementa-
tion, especially when using licensed or outsourced
services. These standalone services are known for
their ease of integration and minimal learning curve
for employees. They offer a straightforward way for
SMEs to enhance their customer service capabilities
using Al This service also provides consultation
and assistance service during implementation to
help SMEs.

4.2.2. Financial constraints

Financial limitations often pose a significant
challenge for SMEs. The initial financial investment
required to integrate conversational Al systems can
be substantial. Software acquisition, system inte-
gration, and employee training costs can present a
significant financial hurdle in adopting these inno-
vative systems [61, 62]. The price of CAI software and
integration may vary depending on the complexity
and performance of the CAI. The integration cost
may range from $ 1000 to $ 2000 per conversational
Al agent [62]. Early adoption of conversational Al
will be mainly driven by large organisations with
sufficient budget and technical resources. Further-
more, the ongoing financial demands for system
maintenance and upgrades can strain the limited
resources available to SMEs.

Financial hurdles can be eased through judicious
scaling of the business. SMEs can identify crucial
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business needs across their business lifecycle and
prioritise Al solutions based on their return on in-
vestment. The advantages of Al should be tracked
over time, with the anticipation that the profits
generated from its deployment will, in time, exceed
the initial and sustained costs.

4.2.3. Data privacy and security concerns

Using conversational Al systems, which often
handle sensitive client information, inherently raises
data privacy and security concerns. SMEs must en-
sure that these systems comply with data protection
laws, maintain high data security standards, and
protect customer information to maintain trust [63].
Deviations from these standards can lead to legal
repercussions and significant damage to the com-
pany’s reputation. Additionally, these systems are
not impervious to cybersecurity threats; a notable
example being the exploitation of these systems
by malevolent entities to procure sensitive user
data [64].

Addressing data privacy and security concerns is
vital, particularly for CAI systems handling sensi-
tive customer data. SMEs can consider Al services
that adhere to data protection laws and invest in
training their employees on data security protocols.
Furthermore, integrating privacy considerations
into every process — a strategy often referred to as
‘privacy by design’ — can help ensure robust data
protection measures are in place from the outset.

4.2.4. Limitations of CAI

Despite the considerable advances in conver-
sational Al, it’s essential to recognise its potential
shortcomings. Primarily, the creative capabilities
of CAI can be a double-edged sword, posing chal-
lenges to the reliability and accuracy of the system.
Contemporary research typically presents objective
metrics on test sets. Still, it may quickly and justi-
fiably discount any poor performance, attributing
it to the system’s creative language generation
compared to the ground truth responses. Instead,
they rely on crowd-sourced reviews as a quali-
tative metric for evaluating model performance
[65]. Utilising the current iteration of CAI for tasks
demanding high precision and consequences in in-
formation generation, such as healthcare diagnosis,
legal counsel, or safety-critical systems, carries a
degree of risk. As a result, the outputs from CAI
should be treated as advisory and supporting data
rather than absolute truths that serve as the sole

basis for decision-making. Moreover, CAI should

be leveraged to enhance, not replace, human in-
teraction and critical thinking [66]. CAI also poses

challenges in comprehending the subtleties and

intricacies of human language. These limitations

include but are not limited to reliability, semantic

variations, colloquialisms, and culturally specific

linguistic nuances, which pose formidable chal-
lenges to the accurate interpretation of language

by Al models [67].

Table 1 illustrates the multifaceted implications
of CAI across a spectrum of business operations.
Although not all applications have been adopted
within the SME landscape, the table delineates
many potential opportunities for integrating such
technologies within this sector.

While Al implementation has many challenges,
its benefits greatly outweigh them. From stream-
lining processes to assisting in decision-making
across all business functions, Al may become an
indispensable business tool for gaining a com-
petitive edge. Despite initial obstacles such as
cost, technical complexity, and privacy concerns,
businesses that successfully harness the power of
Al can transform their operations and customer
experiences. With Al, they can automate repeti-
tive tasks, freeing up human resources for more
strategic, high-value work. This increases efficiency
and boosts employee satisfaction by allowing them
to focus on more creative and fulfilling tasks. In
decision-making, Al-powered analytics can give
businesses unparalleled insights into operations,
market trends, and customer behaviour. These
insights allow companies to make data-driven
decisions, reducing guesswork and enabling them
to respond more quickly to changes in the market.
Therefore, while adopting Al may present particular
challenges, its strategic integration into business
functions can provide significant advantages. It
is crucial, however, for businesses to approach Al
implementation thoughtfully and strategically,
carefully considering their specific needs, resources,
and potential risks and rewards.

4.3. Future research direction

While the existing literature provides valuable in-
sights into the potential benefits and challenges
of CAI for SMEs, it also highlights several areas
where further research is needed. Our synthesis of
the literature suggests the following critical areas
for future exploration (Table 2).
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Table 1

Practical implications of CAl across business functions

Practical implementation

Benefit

Potential challenge

Responding to customer inquiries

Al for complaint resolution

Using CAIl to qualify leads

Personalised marketing messages

Customer service [42,52, 53]

Reduces response times
from a few minutes to a few
seconds. Cutting costs up to
30%

Boosts customer satisfaction

Sales and marketing [68-70]
Supports lead generation

Improves customer
engagement

Human resources [71,72]

Streamlines recruitment

Resistance from employees due to
fears of job loss

The balance between Al and
human support

High upfront costs

Managing data privacy concerns

Requires reorganisation of existing

Automating initial interviews
processes

Answering questions about company
policies

Scheduling interviews

Improves new hire onboarding

Reduces administrative work

workflows

Managing employee’s perceptions
towards Al

Ensuring Al reliability

Operations and supply chain management [39, 73, 74]

It makes businesses more

Chatbots tracking inventory levels officient

CAl provides real-time updates on

shipment status operations

Enhances customer-centric

Data privacy concerns

Coordinating Al with human
decision-making

Finance [75-78]

CAl provides financial advice

Empowers customers with
financial knowledge

Managing customer trust in Al
handling financial transactions.
Reliability of information

Source: Developed by the author from various sources.

5. Conclusion
The advent of CAI has ushered in a new era of
digital transformation, offering many oppor-
tunities for SMEs to enhance their operational
efficiency, improve customer satisfaction, and
gain a competitive edge in the market. However,
the implementation of this transformative tech-
nology has its challenges. Technical difficulties,
financial constraints, data privacy and security
concerns, and the inherent limitations of CAI
are some of the potential hurdles that SMEs may
encounter in their Al journey. Therefore, SMES
must adopt a strategic approach towards Al im-
plementation, considering these potential chal-

lenges and devising effective strategies to miti-
gate them. Despite the challenges, the potential
benefits of CAI for SMEs are immense. By auto-
mating routine tasks, providing valuable cus-
tomer insights, and enhancing customer service,
CAI can significantly contribute to the growth
and competitiveness of SMEs. However, SMEs
must understand that CAI is not a panacea for
all their challenges. Instead, it should be viewed
as a tool to augment their existing capabilities
and help them achieve their business objectives.

Future research could focus on exploring the
long-term impacts of CAI on SMEs, including its
effects on employee roles and responsibilities, or-
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Table 2
Future research areas

Key questions

Research gap

Type of studies needed
to answer the question

Future research
recommendation

How does industry
influence the impact of
CAI?

How does the size of
the SME influence the
implementation and
outcomes of CAI?

What are the perceptions
and attitudes of
employees towards CAI?

What are the best
methodologies or
tools for integrating
CAl into existing SME
operations?

Need for industry-
specific analyses

Only some
comprehensive studies
explore all facets of a
specific industry

Lack of differentiation in
studies based on the size
of the SMEs

Inadequate exploration
of the impact of resource
availability on Al
implementation

There needs to be more
consideration of the
employee perspective

Neglected exploration of
strategies for improving
employee acceptance

Scarcity of
practical guides or
methodological studies

Minimal investigation
of the processes for
training and educating
SMEs about Al

Comparative studies
across different sectors

Deep dives into each
sector, investigating the
entire value chain

Comparative studies on
small versus medium-
sized enterprises.

Correlation studies
between resource
availability and
successful Al integration

Surveys, interviews, and
ethnographic studies

to gauge employee
attitudes and acceptance

Case studies on
successful employee
engagement with Al

Case studies, design
research, and action
research focusing on the
practical implementation
of Al

Exploratory and
evaluative studies of Al
training and education
programs.

Researchers should
focus on individual
industries, identifying
unique opportunities
and challenges

Researchers could
consider the whole
spectrum of industry
operations to identify
how Al could add value

More nuanced studies
considering the size and
resource availability of
SMEs are required

Studies should consider
the role of resources in
enabling or hindering Al
adoption

An in-depth exploration
of the employee’s
perspective, including
attitudes, fears, and
adaptability, is needed

Strategies for fostering
positive employee
engagement with Al
should be identified and
evaluated

Researchers should aim
to provide experimental
methodologies,
frameworks, and tools
for SMEs transitioning
to Al

Research should focus
on developing and
evaluating practical Al
training and education
for SMEs

Source: Developed by the author.

ganisational structure, and business strategy. Ad-
ditionally, empirical studies examining the imple-
mentation and use of CAI in SMEs could provide
valuable insights into this technology’s practical
challenges and benefits. Furthermore, the research
could also explore the ethical implications of CAl,
including issues related to data privacy, security,
and the potential for Al to perpetuate and amplify

socio-cultural and racial biases.

In conclusion, this research has significantly
contributed to the literature on Al and SMEs. This
study has provided a comprehensive analysis of the
implications of conversational Al for SMEs and of-
fered practical insights to guide their adoption and
use of this technology. These contributions fill a
gap in the existing literature and provide valuable
information for business owners, managers, and
policymakers.
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OPUTMHAJIbHASA CTATbA

UHBeCcTUL MU B pernoHbl Kak pakTop
3KOHOMMYecKoro pocra Poccuu

M.A. AnneHblix, E.A. laxHoBckag, B.P. OcenaH
(DuHaHCOBLIN yHMBEpCUTET, MockBa, Poccus
AHHOTALUUA

MHBecTnummn B akoHOMUKY Poccuiickon @epepaumnn (PD) B LenoM U B ee perMoHbl B YaCTHOCTH, IBASIOTCS
3aJia4el NepBOCTENEHHOM BaXXHOCTHM, MOCKObKY OT MPaBWIbHOCTU ee peanu3aumun byaeT 3aBuceTb 6narono-
Jly4ne Kak caMoro rocyfapcrea, Tak M ero rpaxkaaH. 370 1 06ycnaBAMBaEeT akTyallbHOCTb TEMbl UCCNELOBAHMS.
MNHBECTMLMM B pErMOHbI HanpaB/ieHbl HA YBEIMYEHME PETMOHANBLHOIO NPOAYKTa, HapalMBaHMe 06beMOB Npo-
M3BOACTBA, OCBOEHME HOBbIX BUA0B AEATENIBHOCTU, PAa3BUTUE MMEIOLLENCS MAaTeEPUANIbHO-TEXHUYECKOM 6a3bl.
MpepmeToM vccnenoBaHUs SBASIETCS MHBECTULMOHHBIN KNMMAT Ha NPpUMepe OTAENbHbIX POCCUIMCKMX PEFMOHOB.
Llenb nccnepoBaHmsa — NpOBECTU aHANU3 MHBECTULMIM B Poccmm n oByx ee pernoHax, OLeHUTb UX AMHAMUKY,
TEHAEHLMMN Pa3BUTUS U TOCYAAPCTBEHHYH MOMMUTUKY MO YNYYLWEHNIO MHBECTULMOHHOTMO KnumaTa. MIHBeCcTMLmMm
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B PErMOHbI MOMOTYT YCTPaHUTb HEPAaBHOMEPHOCTb Pa3BUTUS PETMOHOB M NPEBPATUTL LEeNPEeCCUBHbIE CYyObeKTbI
B CyObeKTbl-A0HOPbI. Hay4yHas HOBM3Ha COCTOMT B aHA/IM3e MHBECTULIMOHHOMO KanmaTa P, a Takxke GpakTopos,
0Ka3blBAKOLWMX BAMSAHME HA 0ObEM MHBECTMLMI B pErMOHbl. B cTaTbe npeacTtaBneHo akTyanbHOE COCTOSIHUE
WMHBECTMLMOHHOIO KJMMaTa ABYX POCCMMCKMX perMoHoB. [JaHa coBpeMeHHas TPAaKTOBKA MHBECTULMIA. Paccmo-
TpeHbl aBe obnactn Poccmm — Kanyxckast 1 KanMHMHIrpaackas Kak akTMBHO pa3BMBatOLLMECS MHBECTULMOHHbIE
pernoHbl. OTMeYeHbl NepcnekTMBbl MHBECTULMOHHOM OeATeNbHOCTU, @ TAKXKE BO3IMOXHbIe NpobieMbl BBUAY
HaNOXEHHbIX CAaHKUMI. B pamkax nccnenoBaHWs aBTopaMu UCMNOAb30BaMCh METOAbI aHAIM3a CTaTUCTUYECKMX
[aHHbIX U 0MUMANbHbIX LOKYMEHTOB. [10 pe3ynbTataM NpoBeAEHHOr0 aHanM3a bbino BbISIBIEHO, YTO, HECMOTPS
Ha BbICOKMIA MHBECTULIMOHHbIM MNOTEHLMAN PETMOHOB, MHOFME 3KOHOMMYECKME MOKA3aTENN UMEIDT OTpMLATENb-
HYI AMHAMUKKY. ABTOPaMM CAENaH BbIBOA O TOM, YTO Y/yYLLIEHWE MHBECTULMOHHOIO K/IMMaTa, @ Tak)Ke aKTMBHOE
rocyaapcTBeHHOE y4acTue No3BonsT PoccMmn AOCTMYb COBEPLUEHHO MHbIX PE3Y/bTaTOB 3KOHOMMYECKOrO poCTa
B 4O/ITOCPOYHOM NepCneKkTmBe.

Kniouesvie cnosa: VHBeCTULIMK; PETMOHAJIbHbIE MHBECTULMM; SKOHOMMYECKMI pocT; Kanyxckas obnacte; Kanu-
HUHrpagckas obnactb; BBI; uHeectnumoHHble npoektsbl; COVID-19
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Introduction

The concept of “investment” originates from
the Latin word “invest”. In a broader interpre-
tation, this term means capital investments
with a view to increasing them in the future
in order to compensate the investor for the
refusal to use the funds available to him in
the current period and losses from inflation.
Investments are usually understood as cash,
securities, including property rights, having
a monetary value, invested in objects of en-
trepreneurial and/or other activities to make
a profit and/or achieve another beneficial ef-
fect.!

Investments are one of the most effective
ways to increase capital and grow a business.
There are several types of investments that have
their own characteristics: exchange, budget, for-
eign, as well as investments from the own funds
of enterprises. In this article, we will consider
mainly the last two types to finance various
projects in the regions, that is, state financing,
for example, the construction of roads, bridges,
schools, etc., and investments of own funds in
various projects that can make a profit.

Investments in the regions are one of the key
factors in Russia’s economic growth. They have
the potential to create a ripple effect, generating
employment opportunities, boosting local indus-
tries, and fostering innovation and infrastructure

! Federal Law “On Investment Activities in the Russian Fed-
eration Carried Out in the Form of Capital Investments”
(as amended by Federal Laws No. 22-FZ of 02.01.2000, No. 122-
FZ of 22.08.2004, No. 9-FZ of 02.02.2006).

development. By channeling investments into
the regions, the government aims to achieve
more balanced and sustainable economic growth
across the country, reducing disparities between
metropolitan areas and regions.

This topic holds particular importance in the
Russian context as the country strives to diver-
sify its economy and reduce its dependance on
natural resources. The regions offer vast op-
portunities for investment in various sectors,
including manufacturing, agriculture, tourism,
technology, and infrastructure development. By
attracting investments in the regions, Russia
aims to unlock their growth potential, encourage
entrepreneurship, and foster economic resilience.

Literature review

In modern economic literature, the topic of
the impact of investments in the regions on
Russia’s economic growth is widely discussed.
One of the works on this theme was carried
out by A.V. Novikov in 2021 [1]. In his work, he
revealed that investments in the regions can
help accelerate economic growth in the coun-
try. However, for investments to be effective, it
is necessary to create a favorable investment
environment in the regions.

In 2016, I.K. Rodin studied the investment
climate in Russian regions and its impact on
economic growth [2]. He argues that a favora-
ble investment climate, characterized by trans-
parent regulations, efficient governance, and
infrastructure development, is crucial for at-
tracting investments in the regions. The author
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also highlights that the lack of these factors
hinders investment inflows, leading to slower
economic growth, and emphasizes the need for
regional governments to implement policies
that promote a conducive investment climate
to stimulate economic growth.

Other researchers also emphasize the impor-
tance of creating a favorable investment climate
in the regions. Thus, N.Y. Nabatova (2020) [3]
notes that for investments to be effective, it is
necessary to ensure the stability of the economic
and political situation in the regions. She also
emphasizes the importance of developing the
technological base of the regions and ensur-
ing the availability of high-quality educational
services.

A.N. Savrukov, in his work “Assessment of the
state and level of development of public-private
partnership projects in the subjects of the Rus-
sian Federation” (2020) [4], examined the current
situation and progress of public-private partner-
ship (PPP) projects in the regions of Russia. The
author finds that many projects are carried out
through concessions at the municipal level in
communal areas. After analyzing project data,
it is determined that the structure of projects is
unbalanced, with central regions receiving more
funding and the transport sector accounting for
a significant portion of financing.

A.K. Gergaeva, in her article “Investments and
investment attractiveness as factors of sustain-
able regional development” [5], writes about the
role of investments in facilitating sustainable
socio-economic development in the regions.
The author notes that investments, as a funda-
mental economic component, hold significant
influence within the framework of commodi-
ty-money relations at macro, micro, and meso
levels. The attractiveness of investments and
the associated risks are integral elements in
shaping an effective regional investment policy.
Investment endeavors within any federal sub-
ject entail a range of risks, including financial,
environmental, economic, social, criminal, po-
litical, administrative, and legal factors. In this
article, the author analyzes various aspects of
this multifaceted issue.

Materials and methods
This scientific work aims to examine the role
of investments in promoting economic growth

in Russia, with a particular focus on two in-
vestigated regions: the Kaluga region and the
Kaliningrad region. The research methodology
adopted for this study involves a comprehen-
sive analysis of secondary data sources. This
data will be collected from various sources,
including government reports, statistical data,
academic journals, and industry publications,
which will provide relevant information on
the economic indicators, investment flows, in-
frastructure development, and sector-specific
data for the Kaluga and Kaliningrad regions. A
comparative analysis will be conducted to as-
sess the differences and similarities in invest-
ment patterns and economic growth between
these two regions.

The materials from the Federal State Statistics
Service of Russia were used as an information
base.

The findings of this study will contribute to
the existing body of knowledge on the role of
investments in regional economic growth in Rus-
sia, with specific insights from the Kaluga and
Kaliningrad regions. The research methodology
outlined above will provide a robust framework
for conducting a comprehensive analysis of the
investment landscape and its impact on eco-
nomic development in these two regions.

Results and discussion

The investment climate in the modern sense
demonstrates the extent to which the state of
the economy and other indicators in a particu-
lar area affect investment in a given country.
The economic definition of investment today
is the use of capital by third-party companies
or states to make a profit by the owner of the
capital.?

In accordance with the Federal Law “On in-
vestment activities in the Russian Federation
carried out in the form of capital investments”,
investments should be understood as investing
capital or carrying out specific work to create
profit or obtain other benefits for the owner of
capital, respectively.3

? Investments — Wikipedia. URL: https://ru.wikipedia.org/wiki/
Investments (accessed on 20.06.2023).

3 On investment activities in the Russian Federation, carried
out in the form of capital investments: fed. the law was adopt-
ed by the State Duma of the Russian Federation on 15.07.1998;
approved by the Federation Council of the Russian Federa-
tion on 17.07.1998. Official Internet portal of legal informa-
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Table 1
Classification of factors influencing the investment climate

Classification of the trait

Factors of investment attractiveness

Cause of occurrence
Relationship with human activity
The direction of the impact
Duration of influence
Predictability

Importance

Controllability
The degree of intensity of change

Expression methods

Components of investment

External and internal factors
Objective or subjective

Favorable or unfavorable
Long-term, medium-term, short-term
Expected and sudden

Influential and non-influential
Adjustable or unregulated

Factors that can change with rapid intensity, medium
or low

Quantitative or qualitative

Risks and potential of investing in this region

Source: Vlasenko R.D., Stroganov A.V. Foreign Direct Investment as a Factor in the Growth of the Russian Economy [6].

Today, the importance of involving regions
in solving problems of both economic and so-
cial nature is increasing. For more successful
financing of the federal budget, it is necessary for
investment assets to be attracted to the regions
by increasing investment attractiveness [6].

Experts identify many factors that affect the
volume of investments in the country and its at-
tractiveness for capital in general, and they show
the risks for companies in the state’s economy.
They are usually divided into the groups pre-
sented in Table 1.

The investment climate of the region is as-
sessed using the following items:

1. Gross regional product

2. Consumption of certain economic goods
by the population

3. The region’s export volume

4. Possibilities of the regional budget

5. Analysis of financial performance over the
past few years

6. The volume of imports of economic goods

7. Financial deficit.

Factors subject to rapid change include leg-
islation at the local level, policy at the state,
regional and municipal levels in relation to

tion. URL: http://base.garant.ru/12114699/ (as amended on
03.07.2016).

investment programs. Moderately urgent fac-
tors include the legal regulation of investment
activities, whereas long-term factors include
the entire infrastructure of the region, socio-
cultural, as well as political spheres and the
general economic situation in the region.

It can be concluded that the above classifica-
tion of factors of investment activity allows us
to analyze the current situation in the region in
relation to various spheres of public life and gives
the state the opportunity to increase the invest-
ment attractiveness of the region by correcting
problematic factors, and makes it clear to the in-
vestor whether it is worth investing in the region
or whether it is better to refrain from this action.

According to available information, the Kaluga
region is among the leaders in several directions
at once. So, it is in this region that the largest
output of the industrial area is observed, as well
as a significant share in the processing sector.
Over the past 10 years, the Kaluga region has
received many investment projects that have
been able to develop industry in this region and
create new enterprises.*

The following positive factors have been iden-
tified that have a direct impact on the develop-

4 Investment portal of the Kaluga region. URL: https://invest-
kaluga.com/ (accessed on 20.06.2022).
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Table 2

The volume of investments in fixed assets of the Kaluga region

Year 2019

Volume of investments in fixed assets

(RUB bln) 1120

2020 2021 2022

95.9 114.9 88.8

Source: Investment portal of the Kaluga region. URL: https://investkaluga.com/ (accessed on 20.06.2023).

ment of investment activities in the region. They
are detailed below.

One of these factors is the real estate po-
tential of the region, which is formed by the
transport and logistics infrastructure and the
level of its development [7]. In the Kaluga region,
five federal highways have been built, and the
length of railways is about 1000 km.

The second factor is the economic and geo-
graphical potential, which consists of the loca-
tion of the region in relation to raw materials,
useful resources, water opportunities and the
consumer market. The Kaluga region is in the
heart of a huge consumer market, where more
than a third of the country’s population lives. In
addition, the presence of transport routes that
connect Russia with all countries of the world
and proximity to the capital are also important
since it is the main market for goods.

The third factor is the administrative and
managerial potential, which shows how well the
personnel are selected in various departments
of the administration and how efficiently and
effectively they are able to make decisions. In
the Kaluga region, an individual approach is ap-
plied to each project, as well as the presence of
regional development institutions, which greatly
simplifies the procedure for registering a busi-
ness, obtaining licenses, permits and approvals.

The innovative potential of the region, which
consists of the use of the latest achievements
in scientific and technological progress, is the
fourth factor. Location of production facilities in
12 industrial parks and at two sites of the “Spe-
cial Economic Zone” in Lyudinovo and Borovsk.
Any of these entities is a fully prepared land plot
with all the necessary infrastructure and commu-
nications: electricity, gas, water and treatment
facilities. The focus on the cluster development
of the region is also taken into account, and in
the Kaluga region there is a huge production of
cars and automotive components, metalworking,
pharmaceuticals, biotechnology and biomedicine

(“KFK” Association)®; building materials. In ad-
dition, nuclear, medical, and digital technologies

that can be used to solve problems in the medical

field, the nuclear industry, in the development

and manufacture of new materials, will become

the basis of the Innovative Scientific and Tech-
nological Center “Park of Nuclear and Medical

Technologies” being created in Obninsk.

It is also necessary to monitor the annual
dynamics of funds raised in the regions, includ-
ing foreign ones, to understand whether invest-
ment preferences have changed or remained at
the same level. We chose this period in order
to compare the volume of investments before
the start of the COVID-19 pandemic, during the
pandemic, and after. In addition, considering
2022, we were able to analyze the impact of the
conflict between the Russian Federation and
Ukraine on the inflow of investment funds to the
region. Table 2 shows the volume of investments
into the Kaluga region over the past 4 years.

As we can see, in 2020, investments in fixed
assets of the Kaluga region decreased compared
to the previous year. This was caused by the
COVID-19 pandemic, which affected the eco-
nomic situation around the world. Many inves-
tors became more cautious and did not take the
risk of investing in new projects.

However, in 2021, the situation began to im-
prove. The Kaluga region has demonstrated a
high level of fight against coronavirus. In addi-
tion, many pharmaceutical companies appeared
on the market, which also attracted the attention
of investors looking to re-invest.

In 2022, investment in fixed assets decreased
again, especially foreign ones, which is associ-
ated with a special military operation in Ukraine.
Foreign companies began to leave the Russian
market, which had a negative impact on the
economic situation in the region.

5 Association “Kaluga Pharmaceutical Cluster”. URL: https://
www.pharmclusterkaluga.ru/ (accessed on 20.06.2022).
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The structure of investments to fixed capital for 2020
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Source: Compiled by the authors.

Table 3
The volume of investments in the Kaliningrad region

Year 2019

Volume of investments in fixed assets

(RUB bln) 103

2020 2021 2022

97.5 83.8 88.2

Source: Federal State Statistics Service. URL: https://rosstat.gov.ru/ (accessed on 20.06.2023).

Now, it is worth considering the attractiveness
of the Kaliningrad region. Since 2016, almost 600
billion rubles have been attracted to this region
in the form of foreign investment.

At the end of 2020, in the structure of invest-
ments of large- and medium-sized organiza-
tions by sources of financing, not including
small businesses and funds raised outside the
methods that are supervised, own funds ac-
counted for 57.1%, borrowed funds — 42.9% of
the total volume of investments in fixed assets,
including the largest share — 25.6% were budget
investments. The structure of investments in
fixed assets of the Kaliningrad region is pre-
sented below (Fig.).

As we can see, at the end of 2020, investments
in the provision of electricity, gas and steam,
air conditioning had the largest share in the
total volume of investments in fixed assets of
large and medium-sized organizations, which
amounted to 27.1%.

To compare the volume of investments in the
two regions, we also used data for the Kalinin-
grad region in the period 2019-2022 (Table 3).

After analyzing the investment activities
in the Kaliningrad region, it can be concluded
that this market has potential. However, due
to its geographical location, underdeveloped
infrastructure and complete dependence on the

“mainland”, this region has become unattractive

for foreign investment. The sanctions imposed
on Kaliningrad in 2014, namely, the abolition of
the free customs zone and countersanctions on
certain groups of goods, also affected. All of the
above problems need to be solved if the leader-
ship of this region wants to ensure a constant
flow of foreign funds.

The conflict between Russia and Ukraine
does not allow investments in the regions, and
Russia as a whole, to not only increase, but
even to remain at the same level. The economic
sanctions have led to the suspension of the
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activities of many transnational corporations
in Russia. However, the main problem is that
companies that are ready to continue working
in our country refuse to invest in the Russian
economy, which forces the suspension of a huge
number of projects, and even state support
will not be able to close the entire outflow of
foreign investment [8].

It is also worth noting that for many years,
the main investors in the Russian Federation
were the United States and Germany, which in-
vested in 26 projects from 2019-2021 and ranked
first on the list of countries actively investing in
the Russian economy. But, as it is known, both
countries are leaders in the number of sanc-
tions imposed, which will also deal a blow to
investment activity in our country. Apparently,
the vacant places will be taken by companies
from other countries of the world, for example,
from the Asian region, but in this regard, there
are a number of problems that will not allow
insufficiently large and developed corporations
to create or increase their presence in our coun-
try — for many years they included high regula-
tory barriers and rather slow economic growth
for a country with such a degree of economic
development.

Huge difficulties may arise in the field of
high-tech production, as well as medicine and
pharmaceuticals, because the main suppliers of
products for these areas have stopped deliver-
ies, or generally frozen business in our country.
Therefore, these areas may become the most
unprofitable in the near future, because it is
hardly possible to quickly find a replacement
for suppliers or start production of missing el-
ements. Another area that will certainly suf-
fer from Western sanctions is metal mining, as
there are many companies in our country and
sales markets that were mainly focused on the
West, which used them in a variety of areas, from
consumer goods such as jewelry to materials
necessary to create technological products.

This problem is already beginning to weaken
the purchasing power of the population, which
will reduce consumer demand and withdraw a
fairly large amount of funds from the national
economy.

To attract investments in the regions, it is
necessary to develop infrastructure, create good
conditions for business, improve the quality of

life of the population and ensure the stability
of the economic and political situation.

It is also important to develop national in-
vestments to reduce the dependence of regions
on foreign investors. To achieve this, it is es-
sential to create favorable conditions for the
growth of domestic companies and to attract
investments from state funds and banks [9].

To stimulate domestic investment, the state
can provide tax incentives and subsidies, as well
as create special investment funds and programs
to support small- and medium-sized businesses.
It is also important to improve the investment
climate in the country, simplify the procedures
for registering and licensing a business, as well
as ensure the protection of investors’ rights [10].

Public-private partnership (PPP) is one of the
most effective tools for attracting investment
in the regions. In PPP, the state and the private
sector combine their resources and competen-
cies to implement joint projects. This allows for
the distribution of risks between partners and
increases the efficiency of the use of public and
private resources [11].

Examples of PPPs in the Kaluga region in-
clude the construction of a logistics center by
“Rusagrotrans” together with the regional gov-
ernment and the creation of the “Kaluga Forest”
amusement park by “Russian Attractions” with
the support of the regional authorities. In the
Kaliningrad region, a PPP was created for the de-
velopment of tourism “the Baltic Tourist Center”
company, together with the regional government,
is building a hotel complex on the seashore and
developing resort infrastructure [12]. As a result
of such cooperation, the investment potential
of the regions increases, and their economic
growth increases.

However, for the successful implementation
of PPP, it is necessary to consider the interests
of all parties, ensure transparency and openness
of processes, and guarantee social responsibility
and sustainable development of projects.

As for the areas for investment, each region
has its own characteristics and potential for the
development of certain industries. For instance,
the Kaluga Region has high potential in the au-
tomotive and electronics industries, while the
Kaliningrad Region — in the development of
port infrastructure and tourism. According to
the Association of Tour Operators of Russia, the
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demand for tours to the Kaliningrad region in the
current season has slightly decreased compared
to last year.® This happened due to the complex
logistics caused by sanctions and changes in the
flight paths of Russian aircraft. The closure of
airports in southern Russia also had a negative
impact on the flow of tourists from the southern
regions of the country. Last year, the number of
visitors to the Kaliningrad region reached a re-
cord level of about two million people. However,
this year, due to the difficult political and eco-
nomic situation, the figures, according to local
tour operators, decreased by 5-10%. In 2023, it
will be available for visitors from other regions of
Russia to unleash the potential of tourism in the
east of the Kaliningrad region. In May 2022, the
region received funding of 198.5 million rubles
from the federal budget for the development of
hotel infrastructure, the creation of modular
campsites and national tourist routes.

Conclusions
In general, investing in the regions of Russia
can be profitable and promising, but requires

¢ Association of Tour Operators. URL: https://www.atorus.ru/
(accessed on 20.06.2022).

serious analysis and risk assessment. It is im-
portant to consider all the factors that may
affect the investment situation in the regions
and create favorable conditions for businesses
and investors, including economic, geographi-
cal and innovative potential.

Regarding the investment attractiveness of
the two investigated regions, the Kaluga region
becomes the obvious favorite to attract more
funds due to its favorable geographical loca-
tion, well-developed infrastructure, as well as
a clear regulatory framework. The Kaliningrad
region still faces a significant number of prob-
lems, including its geographical location and
underdeveloped infrastructure that need to be
analyzed and solved. Only by eliminating them,
Kaliningrad will be able to become an attractive
region for foreign investment.

Overall, understanding the significance of in-
vestments in the regions as a factor of economic
growth in Russia is crucial for policymakers, in-
vestors, and all stakeholders involved in shaping
the country’s economic future. By harnessing
the potential of the regions and encouraging
investments, Russia can achieve sustainable and
inclusive growth while unlocking the untapped
potential of its diverse territories.

ACKNOWLEDGMENT

This research did not receive any specific grant from funding agencies in the public, commercial,

or not-for-profit sectors.

REFERENCES

1. Novikov A.V. Investment financing to fixed capital as a growth driver of Russian economy and
its regions. Siberian financial school. 2021;4:3-10. URL: https://www.elibrary.ru/download/
elibrary 48023282 11927773.pdf (accessed on 04.08.2023).

2. Rodin I.K. Regional aspect of improving the investment climate in Russia. Financial research. 2016;4:21-
28. URL: https://www.elibrary.ru/download/elibrary 27203114 22607858.pdf (accessed on 04.08.2023).

3. Nabatova N.Y. Investments to fixed assets and transformation of the structure of the economy. Regional

Bulletin. 2020;15(54):65-67.

4. Savrukov A.N. Assessment of the state and level of development of public-private partnership projects
in the subjects of the Russian Federation. Economic issues. 2020;7:131-141. DOI: 10.32609/0042-8736—

2018-7-131-141

5. Gergaeva A.K. Investments and Investment Attractiveness as Factors of Sustainable Regional
Development. Economics and management: problems, solutions. 2021;2:33-39. DOI: 10.36871/

ek.up.p.r.2021.07.02.005

6. Vlasenko RD., Stroganova A.V. Foreign direct investment as a factor in the growth of the Russian economy.
Young scientist. 2015;21:116—-121. URL: https://moluch.ru/archive/101/23050/ (accessed on 04.08.2023).

7. Nesterova A.V., Erokhina E.V. Investment attractiveness and investment activity of the Kaluga region:
development prospects. International Student Scientific Bulletin. 2018;5:91. URL: https://www.elibrary.ru/
download/elibrary 35620119 67367532.pdf (accessed on 04.08.2023).

25



Review of Business and Economics Studies

8. Kachmazova A.D. The problem of attracting foreign direct investment in Russia. International Research
Journal. 2015;11:49-50. DOI: 10.18454/IR].2015.42.144

9. Sidorkin D.V. On the necessity of improving the standards for assessing the investment climate
in the regions. Siberian Financial School. 2021;3:128-137. URL: https://elibrary.ru/download/
elibrary 47246032 60514809.pdf (accessed on 04.08.2023).

10. Belyaev D.V. Mechanism of interaction between the state and the market in the process of attracting
foreign investments. Theory and Practice of Modern Science: A Young People’s View. 2018;4:180-186. URL:
https://www.elibrary.ru/download/elibrary 47834935 87887246.pdf (accessed on 04.08.2023).

11.  Sedash T.N. Public-Private Partnership as a Tool for the Formation of a New Climatic Economy. Economics.
Taxes. Law. 2021;4:96-102. DOI: 10.26794/1999-849X-2021-14-4-96-102

12. Filatova N.G. How instruments of financial support for entrepreneurship affect the investment potential
of regions. All-Russian Economic Journal. 2021;5:96-117. DOI: 10.30680/ECO0131-7652-2021-5-96-117

ABOUT THE AUTHORS / UHO®OPMALIMA Ob ABTOPAX

Marina A. Allenykh — Cand. Sci. (Econ.), Associate Professor of Economic Theory Department,
Financial University, Moscow, Russia

Mapuna AHamonveeHa ANeHbIX — KaHIUIAT 9KOHOMUYECKMUX HayK, JOLIeHT AelapTaMeHTa
9KOHOMMYECKOI Teopum, PMHAHCOBBIN YHUBEpCcUTeT, MockBa, Poccus

https://orcid.org/ 0000-0003-3011-9515

Corresponding Author / ABmop 0115 KOppecnoHOeHYUU:

marina_allenykh@mail.ru

Ekaterina A. Dakhnovskaya — 3rd year student, Faculty of International Economic Relations,
Financial University, Moscow, Russia

Examepuna AndpeeeHa [laxHO8CKas — CTYOEHT 3-r0 Kypca ¢aKyabTeTa MeXAyHapOoHbIX 3KO-
HOMMYECKMX OTHOIIeHUI, DMHAHCOBBIN YHUBepcUTeT, MockBa, Poccus

https://orcid.org/ 0009-0008-9126-4832

e.dakhnovskaya@gmail.com

Viktoria R. Osepyan — 3rd year student, Faculty of International Economic Relations, Financial
University, Moscow, Russia

Buxkmopus Po6epmoena OcensiH — CTyJIeHT 3-T0 Kypca dhaKyabTeTa MeKAYHAPOJHBIX 9KOHOMM-
yecKkux oTHoOuUIeHnii, ®DMHaHCOBBIN YHUBepcuTeT, Mocksa, Poccus

https://orcid.org/ 0009-0006-8366-9536

osepyan.vika@gmail.com

Conflicts of Interest Statement: The authors have no conflicts of interest to declare.

The article was submitted on 11.07.2023; revised on 06.08.2023 and accepted for publication on
20.08.2023.

The authors read and approved the final version of the manuscript.

26 rbes.fa.ru



Review of Business and Economics Studies

ORIGINAL PAPER

DOI:10.26794/2308-944X-2023-11-3-27-38
UDC 336.71:336.77(045)
JEL G21,G32,E44,E51

Macroeconomic Variables and Non-Performing
Loans of Banks in Nigeria

A.A. Aliyu
University of Ilorin, Ilorin, Nigeria
ABSTRACT
The banking sector holds immense importance in any economy. However, the non-performing loans of
Nigerian banks are a concern for the economy and financial stability. This can be attributed to the effects of
macro-economic factors on banking activities in the country. The study aimed to examine macroeconomic
variables and the non-performing loans of banks in Nigeria. A descriptive research design method was used
for the study. Secondary data were collected for the period from 1990 to 2021. The auto regressive distributed
lag (ARDL) error correction model was used for data analysis. The study’s results show that tax revenue,
recurrent expenditures and the real interest rate will in the long run resolve the problems of non-performing
loans of banks in Nigeria. Contrarily, money supply and exchange rate, if not properly managed, may amplify
non-performing loans of banks in Nigeria. The study concluded that macroeconomic variables, when properly
devised, will help subdue the problem of increasing non-performing loans in Nigeria.
Keywords: non-performing loans; macroeconomic factors; banks; financial stability; inflation; Nigeria; ARDL;
GDP

For citation: Aliyu A.A. Macroeconomic variables and non-performing loans of banks in Nigeria. Review of
Business and Economics Studies. 2023;11(3):27-38.DOI: 10.26794/2308-944X-2023-11-3-27-38

OPUTUHANBHAA CTATbA

MaKkpo3kKoHOMMUYECKMEe NoKasaTenm
U NpOCpOYEHHble KpeauTbl 6aHKoB B Hurepuu

A.A. Anuio
YuusepcuteT MnopuHa, UnopuH, Hurepus
AHHOTAUMA
BaHKOBCKMI1 CeKTOp MMeeT OrpoMHoe 3HavyeHune ansa nboi skoHoMukK. OfHako HepaboTatoLwme (MPoCcpoYeH-
Hble) KpeauTbl HUrepUMCKMX BaHKOB Bbli3bIBAOT H€CMOKOMCTBO 33 3KOHOMMKY M (DMHAHCOBYH CTabMNbHOCTb, YTO
MOXEeT ObITb CBA3aHO C BAMAHMEM MAKPOIKOHOMUYECKMX PAKTOPOB Ha BaHKOBCKYO LeSTeNIbHOCTb B CTPaHe.
LUenbto LaHHOMO UCCNeL0BaHMS CTAN0 M3yYeHUe B3aMMOCBA3M MaKPOIKOHOMMUYECKMX NMEPEMEHHBIX 1 Npobnem-
HbIX KpeauToB 6aHkoB Hurepuu. [ins nccnenoBaHus MCNonb30BaACa ONucaTebHbI MeToa. BTopuyHble AaHHble
66111 nonyyeHbl 3a nepmog ¢ 1990 no 2021 r. JaHHble BblM NPOAHANN3UPOBAHBI C UCNONb30BAaHUEM MOLENN
aBToperpeccum u pacnpegeneHHoro nara (ARDL). PesynbraTtbl uccneaoBaHUsi NOKa3blBAOT, YTO HANOrOBbIE MO-
CTYNNEHMUS, TEKYLLME PACXOabl M peanbHas NPOLEHTHAs CTaBKa B AOITOCPOYHOM NepCcneKkTuBe peLatoT npobne-
My HepaboTawLwmnx kpeauToB 6aHkoB Hurepuu. B To e Bpemsa aeHexHas Macca u 06MeHHbIN Kypc, eciv UMK
He yNpaBnsaTb AO/MKHbIM 06pa3oM, MOMyT YCUAUTb HEFATUBHOE BAMSAHWE HepaboTatoWwmx KpeamToB. B pesynbtaTe
MccenoBaHus Obla CAENAH BbIBOA O TOM, UTO MaKpO3KOHOMMYECKMe GakTopbl NPU NPaBUIbHOM NOAXOAE MO-
MOryT CrauTb NpobneMy pocta HepaboTarLwmx KpeanTos B Hurepum.
Knioyessie cnosa: HepaboTatolme (MpOCPOUEHHbIE) KPeaMTbl; MaKpO3IKOHOMMUYECKME NoKasaTenu; 6aHku; du-
HaHcoBas CTabunbHOCTb; MHONsALMS; Hurepus; ARDL; BBI1

Ana yumupoeanus: Anvio A.A. Makpo3KOHOMMUUYECKME NOKa3aTeNIM U NPOCpoYEHHbIe KpeauTbl 6aHKoB B Hurepum.
Review of Business and Economics Studies. 2023;11(3):27-38.DOI: 10.26794/2308-944X-2023-11-3-27-38

© Aliyu AA,, 2023

27



Review of Business and Economics Studies

1. Introduction

The banking sector holds immense importance in
any economy, serving as a crucial lifeline. Banks
play a pivotal role by channeling funds from sur-
plus units to deficit units, infusing vital financial
support into the economy [1]. Through this funda-
mental function, banks actively contribute to the
development of the economy. A study [2] shows
that over the past two decades, the banking land-
scape has witnessed notable transformations, re-
sulting in a well-established banking system world-
wide in recent years.

The increase in non-performing loans (NPLs)
poses a serious threat to the financial performance of
banks, as it negatively impacts both their profitability
and their ability to facilitate financial transactions
(intermediation capacity). As highlighted in [3], a
large volume of non-performing loans in the bank-
ing system can lead to bank failures. Considering
that the banking industry is a crucial pillar of the
economy, any shock to this sector would undoubtedly
have ripple effects on the overall financial system
and the economy as a whole. Moreover, a high level
of non-performing loans jeopardizes the stability
of the banking industry itself, as it can significantly
affect the banks’ profitability [4]. Therefore, it be-
comes imperative to closely monitor and address
the lending portfolio of banks to mitigate potential
risks and maintain the stability of the banking sector.
Safeguarding the health of the banking industry is
of utmost importance, given its pivotal role in sup-
porting economic growth and development.

In Nigeria, NPLs experienced a significant decline
from Q4’18 until Q1°20 [5]. However, starting in 2020,
they began to rise consistently. This can be attributed
to a considerable portion of the Nigerian banking
sector being controlled by the private sector. As a
result, banks may be more reluctant to extend loans
to investors, leading to an increase in NPL. A loan
is classified as non-performing when the principal
and interest remain unpaid for six months or more
from the first day of default [6]. The factors influenc-
ing NPL can be both institutional or structural, and
macroeconomic in nature. These factors have an
impact on the overall health of the banking sector
and the economy as a whole.

The effect of macroeconomic variables on the
NPLs has been an important point of interest to
scholars in the current trend of research in finance.
It is commonly concluded that the NPLs of commer-
cial banks can be affected by internal and external

factors. According to [6], the internal factors are re-
garded as bank-specific factors that affect the bank’s

performance. These factors are basically influenced

by the internal decisions of management and the

board. While the external factors are sector-wide

or country-wide factors that are beyond the control

of the banks and affect NPLs. These external factors

include macroeconomic variables such as interest

rates, gross domestic product (GDP), inflation, and

exchange rates. Businesses must be aware of mac-
roeconomic factors that affect firm value in order to

lessen the shock they cause to future cash flows and

NPLs [7]. The necessity for businesses to estimate

the diverse effects of various macroeconomic ele-
ments on future business performances arises from

the reality that macroeconomic parameters like the

GDP growth rate, inflation rate, and currency rates

are outside the control of an organization [8]. In addi-
tion to suppliers, rivals, and government fiscal policy
measures, regulations and policies, macroeconomic

elements also exist outside of the organization and

are not under management’s control that affects

NPLs [9].

From the foregoing, the rising trend of low NPLs
in Nigeria has had a detrimental impact on the avail-
ability of financial resources for economic agents,
thus constraining financial intermediation and
economic activities, ultimately affecting economic
growth [10]. When NPLs remain low, it means that
fewer loans are turning bad, indicating that banks are
cautious when lending to borrowers who may have
higher credit risks. While this cautious approach by
banks may reduce the risk of bad loans, it can also
lead to a reduced availability of credit for businesses
and individuals in the economy. Therefore, this study
aims to examine the relationship between macro-
economic variables and the non-performing loan
ratio of banks in Nigeria.

2. Theoretical review and empirical
literature

This study offers an analysis of the Bad Luck Hy-
pothesis, a theory explaining the causes of NPLs.
Introduced by Berger and DeYoung in 1997, the
Bad Luck Hypothesis posits that external factors
impacting the economy similarly influence NPLs,
leading to increased costs for banks in managing
these loans and ultimately weakening their cost ef-
ficiency.

According to this hypothesis, external events
contribute to a rise in problematic loans for banks.

28

rbes.fa.ru



Macroeconomic Variables and Non-Performing Loans of Banks in Nigeria

Missed loan repayments or breaches in the original

agreement terms result in additional managerial

costs and efforts to deal with these problem loans.
Consequently, the theory predicts that an upsurge

in NPLs would lead to a decline in cost performance

for banks. However, it is important to note that the

“extra expenses associated with problem loans cre-
ate the appearance, but not necessarily the reality,
of lower cost efficiency” [11, p. 20].

Dimitrios, Louri, and Tsionas [12] state that the
bad luck hypothesis assumes external factors play
arole in elevating bank NPLs, leading to higher
operating costs when dealing with such problem
loans and consequently reducing banks’ overall ef-
ficiency. These additional operating costs can arise
from various factors, including monitoring moral
hazard, borrower and collateral valuation, and the
cost of recovering and selling collateral in case of
non-payment [13].

The bad luck hypothesis proposes that NPLs are
primarily caused by factors beyond the banks’ control,
such as adverse weather conditions or sudden price
fluctuations in specific commodities, among other
things. This study relies on the bad luck hypothesis
as it presents a credible explanation for the NPLs
in the banking industry and the factors influencing
them. Specifically, the theory highlights how external
factors impact the economy and, consequently, NPLs
in the banking sector. Hence, this theory provides a
comprehensive framework for understanding NPLs
and their determinants in research.

Aside from the foregoing, the empirical past aca-
demic literature from outside and within Nigeria that
has resulted in different findings and conclusions
was reviewed. Kanum and Olweny [14] used a panel
data set of 29 East African listed banks to examine
the effect of macroeconomic indicators on NPLs. The
study found that interest rate, money supply, and
bank size have a significant positive relationship
with bank NPLs. Kigamwa and Mutwiri [15] examined
macroeconomic factors and Kenyan banks’ non-
performing ratios using inferential and descriptive
statistics and found that the real interest rate has
a positive relationship while the exchange rate has
both a negative and positive relationship with NPLs.
Similarly, [15, 16] used the generalized method of
moments (GMM) model and found that GDP growth,
unemployment rate, gross domestic savings, and real
interest rate have a positive impact on NPLs.

Anita et al. [8] examine the impact of selected
macroeconomic factors on NPLs in a panel of eight

South Asian Association for Regional Cooperation

countries (Afghanistan, Bangladesh, Bhutan, India,
Nepal, the Maldives, Pakistan, and Sri Lanka) dur-
ing the period 2008—-2019. The research employs

various statistical methods, including ordinary least
squares (OLS), fixed effect estimates, and random

effect estimates, with robust fixed effect estimates

used to address heteroscedasticity. The empirical

findings confirm a significant positive association

with government budget balance and a significant
inverse relationship with GDP, sovereign debt, infla-
tion rate, and money supply, as previously observed

in other studies. Likewise, Msomi [17] uses data from

47 listed commercial banks across six countries (19

banks from Nigeria, 14 banks from Benin, 3 banks

from Burkina Faso, 3 banks from Gambia, 3 banks

from Guinea, and 5 banks from Liberia) for the pe-
riod from 2008 to 2019. The analysis employs fixed

and random effect models, with the Hausman test
favoring the fixed effect model. Results indicate that
liquidity ratio, capital adequacy ratio, and inflation

rate significantly affect NPLs.

Ahmed et al. [18] conducted a study to investigate
the impact of bank-specific and macro-economic
factors on NPLs in Bangladesh. The study collected
annual panel data from the best 26 conservative
banks and four Islamic banks in Bangladesh for the
period between 2014 and 2018. The loan-to-deposit
ratio showed a negative influence on NPLs, indicat-
ing that a higher loan-to-deposit ratio was linked to
a decrease in NPLs. Furthermore, the study found
a positive relationship between capitalization, eco-
nomic growth, bank size, and NPLs, but the relation-
ships were statistically insignificant.

Prasanth, Nivetha, Ramapriya, and Sudhamathi
[19] conducted a study to explore the factors influ-
encing NPLs in India between 2015 and 2019. They
collected secondary time series statistics from the
bank’s audited yearly reports and performance re-
ports. The researchers used a multiple linear regres-
sion equation to create their model. The results of
the regression analysis showed that three variables,
namely the loan-to-deposit ratio, financial efficiency
as measured by return on equity, and capital ad-
equacy, were statistically significant determinants
of NPLs. These variables had a notable impact on
NPLs in Indian banks during the study period. On
the other hand, the study found that other variables
such as loan growth, cost-effectiveness, and bank
size were analytically insignificant in influencing
NPLs.
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Koju, Koju, and Wang [20] conducted a study to
evaluate the macro-economic and bank-specific
factors influencing NPLs in the Nepalese banking
system. They collected data from 30 commercial
banks in Nepal between 2003 and 2015. The analysis
assessed the impact of seven bank-specific and five
macro-economic variables on NPLs. The results indi-
cated that the export-to-import ratio had a positive
and significant relationship with NPLs, while cost
efficiency and asset size showed a negative relation-
ship with NPLs concerning GDP growth rate, capital
adequacy, and inflation rate.

Rajha [11] conducted a study to explore the bank-
specific and macro-economic factors that could influ-
ence NPLs in commercial banks in Jordan. The study
utilized an exclusive annual dataset covering all
periods from 2008 to 2012 and employed a regression
model to analyze the collected data. The findings of
the study showed that NPLs in the Jordanian bank-
ing sector were notably and significantly affected
by two factors: the ratio of loans to total assets and
the lagged NPLs. These variables had a significant
impact on the occurrence of NPLs in commercial
banks during the studied period.

Ghosh [21] conducted an analysis using a dynamic
GMM and fixed effect model to examine bank-specific
and economic variables affecting aggregate NPLs in
50 banks in both Columbia and the USA from 1984
to 2013. The study’s findings indicated that increas-
ing GDP, housing price index, and personal income
growth rate led to a decline in NPLs, while sovereign
debt and the rate of unemployment significantly
increased NPLs. Subsequently, [22] confirmed these
impacts in their study on the Greek economy from
2001 to 2015.

Umar and Sun [10] noted that there is an insig-
nificant relationship between banks’ liquidity and
NPLs. According to their observations, the liquidity
creation by Chinese banks appears to be independ-
ent and unrelated to changes in NPLs. They argued
that liquidity creation serves as a better measure of
risk compared to loan growth, which was used in
previous studies. Liquidity creation offers a more
precise assessment of the absolute amount of risk
transformation in the banking system.

Egiyi [4] investigated the link between NPLs and
key macroeconomic indicators. Economic data for
interest rates, inflation, GDP, and NPLs were analyzed
quarterly from 2016 to 2020. The Gaussian regression
analysis revealed a positive relationship between
interest rates, inflation, and NPLs. Conversely, there

was a negative relationship between GDP and NPLs,
indicating that NPLs have a detrimental impact on
economic growth.

Tomi, Iliyasu, and Mojisola [23] focused on NPLs
in Nigerian Deposit Money Banks (DMBs), spanning
the period from 1999 to 2019. Panel data from the
annual reports of listed DMBs were collected and
analyzed. The researchers utilized the random effect
model, determined through the Hausman test, as
their panel data technique. The findings indicated
that the loan-to-total assets ratio (LTAR) exhibited
a significantly positive relationship with the NPLs of
banks, suggesting that as the LTAR increased, NPLs
also increased. On the other hand, the capital adequa-
cy ratio (CAR) showed an insignificant relationship
with the NPLs of banks, implying that CAR had no
significant impact on NPLs during the studied period.

Ibitomi and Micah [2] conducted an empirical
analysis of NPLs and liquidity of DMBs in the Ni-
gerian context. The study used a panel regression
analysis on data from 15 quoted DMBs spanning from
2009 to 2019. Based on their empirical findings, the
study identified four variables that were significantly
related to banks’ liquidity at a 5% significance level.
These variables are NPLs, capital adequacy ratio,
bank size, and inflation. On the other hand, three
variables, namely GDP, loan growth, and monetary
policy rate, were found to be insignificant in their
relationship with banks’ liquidity.

The study [9] investigated the relationship be-
tween interest rates and the loan performance of
DMB:s in Nigeria from 2010 to 2015. They analyzed
various factors, including loan repayment, credit
quality, and loan loss provision as dependent vari-
ables, and interest rates, monetary policy rate, liquid-
ity ratio, non-interest fee income, capital adequacy,
and NPLs as independent variables. The findings
revealed a significant connection between inter-
est rates and loan repayment, measured by credit
quality using the NPL ratio. A rise in interest rates
could impact credit quality positively or negatively.
The study also noted that even small improvements
in lending rates could lead to an increase in NPLs.

Ayunku and Uzochukwu [5] conducted a study
that examined the credit management and bad debt
issues among listed Nigerian DMBs. The study fo-
cused on four independent variables: loan loss al-
lowance, loan-to-deposit ratio, equity-to-asset ratio,
and loan write-off. The research period spanned
five years, from 2014 to 2019. To analyze the data,
the researchers utilized descriptive statistics, cor-
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relation analysis, and the ordinary least squares
regression method. The findings indicated that in
both the return on asset and Tobin-Q models, the
study developed random effect models that showed
NPLs, loan loss provision, and equity-to-asset ratio
significantly influencing bank performance.

In a study by Mustafa and Jeffery [1] on Nigerian
commercial banks, data were collected and ana-
lyzed using econometric techniques, including co-
integration analysis. The results indicated a positive
relationship between NPLs, capital adequacy, and
GDP with loans and advances. On the other hand,
the interest rate showed a negative relationship, and
total deposits had an insignificant effect on bank
loans and advances.

In a study conducted by Atoi [24], the focus was
on NPLs and their impact on the stability of Ni-
gerian banks with national and international op-
erational licenses. The research covered the period
from 2014(Q2) to 2017(Q2). To analyze the factors
influencing NPLs in each licensed group, a “restricted”
dynamic GMM was utilized. The Z-score served as a
proxy for banking stability, and its response to NPL
shocks was examined using a panel vector autore-
gressive approach. The study’s findings revealed that
the drivers of NPLs varied between the two types of
banks, national and international. However, it was
observed that the weighted-average lending rate
played a crucial role as a macroeconomic trigger for
NPLs for both categories of banks.

Ademola [25] conducted a study to examine the
determinants of NPLs in listed DMBs in Nigeria.
The study focused on data from 2006 to 2016, using
secondary data sources. NPLs were the dependent
variable, while the study considered several explana-
tory variables, including capital adequacy ratio, loan-
to-total asset ratio, loan loss provision by banks,
crude oil price, and exchange rate. The research
employed panel regression estimation. The study’s
findings revealed that the loan loss provision ratio,
loan-to-asset ratio, and crude oil price had a positive
and significant impact on the NPLs of banks. On the
other hand, the capital adequacy ratio and exchange
rate exhibited a positive but statistically insignificant
impact on the NPLs, indicating that their influence
on NPLs was not significant.

From 1994 to 2014, Etale, Ayunku, and Etale [26]
conducted a study examining the relationship be-
tween NPLs and bank performance in Nigeria. Data
for the analysis were gathered from the Central Bank
of Nigeria (CBN), the Nigeria Deposit Insurance Cor-

poration (NDIC), and the annual reports of listed

banks. The researchers employed the ADF unit root

test, descriptive statistics, and multiple regression

techniques for their analysis. The study’s findings

indicated that bad loans and doubtful loans had a

statistically significant negative impact on return

on capital employed (ROCE), indicating that these

types of NPLs had adverse effects on the banks’ per-
formance. However, sub-standard loans had a sta-
tistically insignificant negative influence on ROCE,
implying that their impact on bank performance

was not significant.

From the empirical review, studies such as [8, 20,
27], and others carried out their respective research
outside Nigeria using various macroeconomic vari-
ables to predict the non-performing loan. Despite
all the variables used, none of these studies have
examined fiscal macroeconomic variables such as
tax revenue and the recurrent expenditure of the
government on non-performing loans of banks.

In Nigeria, various studies such as [2, 4, 5] and oth-
ers have examined various macroeconomic variables
on the non-performing loans of banks in Nigeria
without using government tax revenue and recur-
rent expenditure as variables that also determine the
non-performing loans of banks in Nigeria. Therefore,
this study will fill this gap by including fiscal macro-
economic variables such as tax revenue and recurrent
expenditure to predict the non-performing loans of
banks in Nigeria using time series data.

3. Methodology
This section outlines the model specification, re-
search design, data sources, data collection method,
and technique for data analysis.

3.1. Model Specification:
The study adopts a model similar to the one used
in the previous study of Anita et al. [8] as follows:

NPLit = B0 + BLM2GDPit + B2EXCit + B3GDPit +
+ BAFISCALit + B5INFLit + B6DEBTit + it. (1)

However, the model was re-modified as this:

NPL, = 0.+B,InTRV, +B,In M2, +
+B3RIR +B, In REX, +B;EXG, +¢,, (2)

where NPL — Non-performing loan ratio
TRV — tax revenue
M2 — broad money supply
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RIR — real interest rate

REX — recurrent expenditure

EXG — exchange rate

(A B, — slopes; o. — intercept; & — error term;
t — the t-th period of variables; In — natural loga-
rithm.

Variables are explained in Table 1.

3.2. Research design

The research design for this study is descriptive in

nature. This choice is based on the study’s objec-
tive, which is to establish the empirical relation-
ship between fiscal policy measures and bank per-
formance in Nigeria. A descriptive research design

is suitable for investigating two or more variables

empirically. Additionally, this design enables the

collection of quantitative data, which can be ana-
lyzed using descriptive and inferential statistics.

3.3. Data sources and collection method

The data gathering approach will be secondary
and will cover the 32-year observation period from
1990 to 2021 because the data for this study are
quantitative. This time frame was selected because
it includes the years following the 2008-20009 fi-
nancial crises, all of which may have had an impact
on the topics being studied.

The Nigeria Deposit Insurance Cooperation
(NDIC), the Central Bank of Nigeria, the Nigeria
Bureau of Statistics (NBS), and the World Bank De-
velopment data bank provided the secondary data
for this study.

3.4. Techniques for data analysis

This study uses a time series data process and
time series analysis, and the relationship between the
dependent variable (non-performing loans) and the
independent variable (macro-economic variables) is
investigated using the OLS econometric technique.
This econometric method contains BLUE properties,
making it appropriate for analysis. The Augmented
Dickey-Fuller (ADF) test for unit root is used to as-
certain the stationarity of the variables in the study,
which is a pre-test on the model. The type of OLS
regression technique based on the results of the unit
root test is the ARDL error correction model. The
models will also be put through a stability test to
determine their stability. Additionally, tests for serial
correlation, normality, the Ramsey RESET test, and
heteroskedasticity will be carried out to diagnose
the model.

The ARDL model for study:

nl n2 n3
NPLR, =0+ Y YNPLR_;+> B, InTRV, ;+>B,In M2, +
i=l1 i=1 i=0

n4 ns né
+YBsRIR ;+ > B, InREX, ;+ > BEXG, , +
i=0 i=0 i=0

nl n2 n3 (3)
+ Y YANPLR ;+ Y BAInTRV, ;+ Y B,AIn M2, , +
i=1 i=l1 i=0

n4 ns n6
+Y'BARIR, ,+ Y B,AInREX, , + Y BAEXG, , +
=0 i=0 i=0

+3ECM,_; +¢,.

4. Data analysis and interpretation of results
4.1. Descriptive statistics for the study

Table 2 shows that all variables, the dependent
variable (non-performing loan ratio — NPLR) with
standard deviation value of 13.45 and a mean of
19.75, has improved over the years. Likewise, all
the independent variables (tax revenue, recurrent
expenditure, real interest rate, exchange rate, and
money supply (M2)) in Nigeria have improved over
the years.

4.2. ADF unit root test

Table 3 depicts the unit root test using the ADF test.
The result shows that the non-performing ratio

and real interest rate were stationary at level 1(0),
while other variables such as tax revenue, recurrent
expenditure, broad money supply (M2), and ex-
change rate were stationary at first difference I(1).

4.3. ARDL Bound Test Cointegration Test

The ARDL bound test result in Table 4 revealed F-
Stat (8.0363), which is greater the upper bound at
the 1% significance level. This indicates that mac-
ro-economic variables a have long run relationship

with banks non-performing ratios in Nigeria.

4.4. Regression results and discussion: error
correction model (short-run and long-run
results)

From Table 5, it revealed the ECM regression result
for both the short-run and long-run relationship
between macro-economic variables and the non-
performing ratio of banks in Nigeria. The short-run
result revealed that one lag of the non-performing
loan ratio (NPL) has a negative and significant rela-
tionship with NPL in Nigeria. In addition, tax rev-
enue and recurrent expenditure have a negative
relationship with NPL in Nigeria, although only re-

32

rbes.fa.ru



Macroeconomic Variables and Non-Performing Loans of Banks in Nigeria

Table 1
Variable(s) explanation

S/N Variable(s) Description Source(s)
i . Aggregate Ratio of non- N . .
1 Non-performing Loan performing loans to Total banks Nigeria Deposit Insurance Cooperation

Ratio (NPL)

2 Tax Revenue (TRV)

loans

Total tax revenue accrued by
government annually

(NDIC), Central Bank of Nigeria

Central Bank of Nigeria, Nigeria Bureau

of Statistics (NBS)

Central Bank of Nigeria, Nigeria Bureau

of Statistics (NBS)

3 Recurrent Total recurrent expenditure paid
Expenditure (REX) yearly by government

4 Broad Money Supply ~ Aggregate stock of money in a
(M2) financial system annually

5 Real Interest Rate Annual Rate at which borrowers

(RIR)

6 Exchange Rate (EXG)

pay for using borrowed funds (%)

Local currency units relative to

Central Bank of Nigeria, Nigeria

Central Bank of Nigeria, World Bank
Development database

Central Bank of Nigeria, Nigeria

U.S. dollars

Source: Developed by the author.

Table 2

Descriptive statistics result

Variables NPLR LNTRV LNREX LNM2 EXG RIR

Mean 19.75313 6.400381 6.807880 14.91015 136.6216 3.896875
Median 19.55000 6.592110 7.211725 14.93100 128.9350 5.900000
Maximum 44.80000 8.760787 9.120979 17.59561 363.2100 18.20000
Minimum 2.960000 2.906901 3.589611 11.13696 8.040000 -31.50000
Std. Dev. 13.45212 1.763323 1.677808 2.038238 104.0835 10.41307
Observations 32 32 32 32 32 32

Source: Developed by the author.

current expenditure was significant at 5%. Similarly,
broad money supply (M2), real interest rate, and ex-
change rate have a positive relationship with NPL in
Nigeria, but only the exchange rate was significant.

Moreover, the short-run shocks that cause dis-
equilibrium in the long run can be adjusted each year
with a speed of (-1.65), which is significant at the
1% level. This suggests that the adjustment speed is
non-monotonic rather than oscillatory. Hence, this
indicates that the error correction process fluctuates
around the long-run value, and when this process is
completed, there is rapid convergence to the path
of equilibrium [29].

5. Discussion of findings
The long-run result shows that tax revenue has a
negative and significant relationship with banks’

NPL in Nigeria with a coefficient of —11.73 signifi-
cant at 1%. This suggests that a percent increase
in tax revenue will reduce banks NPL in Nigeria
by 11.73%. Tax revenue improvement reduces the
non-performing loan ratio of banks, which simply
implies that individuals and corporate entities are
making judicious use of borrowed funds, which
results in higher tax revenue accrued and, as such,
possesses enough funds to pay back interest and
the principal loans advanced by banks. This was in
line with prior expectations that tax revenue has a
significant negative relationship with banks’ NPLs
in Nigeria. Similarly, recurrent expenditure with a
coefficient value of —7.73 has a negative relation-
ship with the non-performing loans of banks in
Nigeria. However, the result further revealed that
the relationship is non-significant between recur-
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Table 3
ADF Stationary Unit Root Test Results

Statistics

Order of

Variables Values Sig. Values Integration Remarks
Non-performing ratio -7.023 0.0000*** 1(0) Stationary
Tax revenue -8.545 0.0000*** (1) Stationary
Recurrent expenditure -9.434 0.0000*** (1) Stationary
Money supply -4.0569 -0.0018* (1) Stationary
Real interest rate -4.2836 -0.0000*** 1(0) Stationary
Exchange rate -4.5654 -0.0000*** (1) Stationary

Source: Developed by the author.

Note: *** and ** shows significance level at 1% and 5% respectively.

Table 4
Null hypothesis: No long-run relationships exist.

Bound test result

Test Statistic Value K
F-statistic 8.036372 5
Critical Value Bounds
10% 2.75 3.79
5% 3.12 4725
2.5% 3.49 467
1% 3.93 5.23

Source: Developed by the author.

rent expenditure and banks’ NPLs in Nigeria. This
was contrary to the prior expectation that the re-
lationship would be negative and significant be-
tween recurrent expenditure and banks’ NPLs in
Nigeria.

The study further revealed that broad money sup-
ply has a positive and significant at 1% relationship
with banks’ NPL in Nigeria, with a coefficient value
of 32.82. This implies that a percentage increase in
the broad money supply (M2) will increase the banks’
NPL in Nigeria by 32.82%. Although, when there is
an expansion of the money supply, banks have more
funds available to lend to borrowers. However, if
these loans are extended without proper evaluation
of the borrowers’ creditworthiness, it can lead to a
higher likelihood of borrowers defaulting on their
repayments. This, in turn, results in an increase in
non-performing loans for the banks. This was in

contravention of the findings of [8], where the study

discovered a significant negative relationship be-
tween money supply and non-performing loans. This

may be the result of the data used and the country

in which the study was conducted.

Furthermore, the real interest rate has an insig-
nificant negative relationship with the non-per-
forming loans of banks in Nigeria, with a coefficient
value of —0.07. This suggests that with an increase in
the real interest rate, the non-performing loans of
banks in Nigeria will decrease by 0.07%, but this is
insignificant. This agreed with the findings of [1, 2,
9] that the real interest rate has a negative but in-
significant relationship with the non-performing
loans of banks in Nigeria. However, contrary to the
finding of [4, 15, 16] that the real interest rate has a
positive relationship with the non-performing loans
of banks in Nigeria. This is because higher interest
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Table 5
Regression result

Non-performing Ratio (NPLR)
Long-Run Results

Short-Run Results

Variables Coefficient
NPL(-1) -
Tax revenue -11.73
Recurrent expenditure -773%
M2 32.82
Real interest rate -0.07
Exchange rate 0.21

SECM,,

Sig Value Coefficient Sig Value
- -10.82 0.000***
0.000*** -5.331 0.123
0.108 -10.37 0.015*
0.0036*** 8.807 0.202
0.486 0.064 0.304
0.000** 0.253 0.000***
- -1.53" 0.000***

Source: Author’s EViews Result.

Table 6
Diagnostic tests for the study

Non-performing ratio (NPL)

Diagnostic test Coefficient Significance value
R? Adjusted 0.82 -
BG-LM test 0.20 0.823
Ramsey Reset Test 1.36 0.297
JB Test 2.79 0.248
ARCH Test 0.57 0.570
Durbin-Watson Test 1.89 -
F-statistics 12.96 0.0000***

Note: ***** and * shows significance level at 1%, 5% and 10% respectively.

Source: Author’s EViews results, 2023.

will lead to an increase in the non-performing loans
of banks, as defaulters will not be able to pay.
Lastly, the exchange rate has a positive and sig-
nificant relationship with the non-performing loans
of banks in Nigeria, with a coefficient value of 0.21.
This suggests that an increase in the exchange rate
will increase the non-performing loans of banks in
Nigeria by 0.21%. This is because changes in the
exchange rate can also affect the overall economic
environment. A depreciating domestic currency can
contribute to inflationary pressures, which might
lead to higher production costs for businesses and
reduced consumer purchasing power. These eco-

nomic challenges can result in decreased business
performance and individual financial stress, both of
which can contribute to a higher likelihood of loan
defaults and, consequently, an increase in NPLs. This
is contrary to prior expectations and to the findings
of [25] that the exchange rate has a negative and
insignificant relationship with the non-performing
loans of banks in Nigeria.

5.1. Diagnostic and stability tests

Test results are shown in Table 6. The BG-LM test
of auto (serial) correlation indicates that the mod-
el does not suffer from auto correlation, meaning
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Source: Developed by the author.

there is no correlation between the values of the

same variables (lag) over successive time intervals.
The Ramsey RESET test confirms that there is no

misrepresentation or misspecification of the model.
Additionally, the ]B test of normality demonstrates

that all residuals (error terms) are normally dis-
tributed. The presence of ARCH heteroskedastic-
ity suggests that the errors are constant and inde-
pendent of the regressors, thereby ruling out any
problem of heteroskedasticity. The Durbin-Watson

Test value of 1.89 is close to 2.0 and shows that
there is no first-order autocorrelation.

To ensure that the model used is stable and the
long run relationship is valid, the study conducted a
stability test using the cumulative sum of recursive
residuals (CUSUM) and cumulative sum of squares
of recursive residuals (CUSUMSQ). Fig. revealed that

the plots for both monetary and fiscal policy variables

and are within the 5% critical boundary. This sug-
gests there is stability in the long-run relationship

among the variables. In addition, the coefficients of
the variables in the model are stable. Admittedly, it

can be concluded that the models are stable.

6. Conclusion and recommendations
This study investigates the relationship between
macro-economic variables and the non-performing
loans of Nigerian banks. From the findings, it can
be concluded that macroeconomic variables (tax
revenues, real interest rate, and recurrent expendi-
ture) have a negative relationship with the non-
performing loans of Nigerian banks. This suggests
that as tax revenues increase, real interest rates
rise, or recurrent expenditure goes up, the level of
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NPLs tends to decrease. These variables likely in-
fluence borrower capacity, financial stability, and
economic conditions, impacting the likelihood of
loan defaults.

Based on the findings and conclusions, the study
suggests the following recommendations. There
should be improvements in tax collection processes
and enforcement to boost tax revenue because it
will have a positive impact on the financial health of
banks and borrowers. This can be achieved through
better tax monitoring, efficient collection systems,
and addressing tax evasion. Similarly, given the in-
significant negative relationship between the real
interest rate and non-performing loans of banks, it
is recommended to focus on bank-specific factors
that may have a more significant impact on NPLs.
Banks should prioritize effective credit risk manage-
ment closely, and consider diversifying their loan
portfolios to reduce concentration risk. Similarly, the
observed positive relationship between money supply
and NPLs in Nigeria suggests that a careful balance

needs to be struck regarding broad money supply,
considering its effects on economic growth, financial

stability and citizens’ wellbeing as well. Overall, this

relationship highlights the importance of prudent

lending practices and effective risk management

by banks and regulatory authorities to mitigate the

negative impact of excessive money supply growth

on the quality of loan portfolios and the stability

of the banking sector. Likewise, it is recommended

that governments prioritize fiscal discipline and

prudent spending practices. By controlling recur-
rent expenditure, governments can create a stable

economic environment, which may reduce the oc-
currence of NPLs in banks. Lastly, it is essential for
banks to closely monitor and manage their liquidity
levels. Effective liquidity management strategies

should be implemented to ensure sufficient funds

to meet obligations and mitigate the impact of NPLs

on the bank’s overall financial health. This is for
further studies’ consideration on the determinants

of reducing the NPLs of banks in Nigeria.
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ABSTRACT

The process of charging a different price to a different group of consumers for similar goods and services
is called price discrimination. The relationship between price discrimination and social welfare has been
an important topic of research and discussion for many years. The purpose of the study is to determine the
conditions under which price discrimination improves or reduces social welfare. The authors used a method
of series of literature reviews to gather information about the relationship between price discrimination
and social welfare. The study showed that price discrimination can improve social welfare if output is
increased. The increase in output increases social benefits and overcomes the loss of welfare due to the
inefficient distribution of products. The key conclusion is that the social benefits of price discrimination are
the availability of essential services to low-income groups and the maintenance of equity in the consumption
of public goods. This study has major implications for the formulation of a policy that introduces price
discrimination to maintain equity among different income groups and ensure the availability of high-cost
essential services.
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OPUTUHANBHAA CTATbA

MoBbiwaeT M LEeHOBAA AUCKPUMMUHALMUSA
couManbHoe bnarococrosiHue?

L. Moyaen, . Henan
MHCTUTYT Cenbckoro Xo3amcTBa M 300TEXHUKM, YHUBepcUTeT TpubxysaH, KatmaHgy, Henan

AHHOTALUUA
Mpouecc yCTaHOBNEHUS PA3fIMYHbIX LeH ANS pa3HblX rpynn noTpedbutenei Ha aHaNorMyHble TOBapbl U yCay-
rM Ha3blBAETCS LEHOBOM AMCKPUMMHAUMeEN. B3anMMoCBsA3b Mexay LeHOBOW AUCKPUMMUHALMEN M COLMaNb-
HbIM BNaroCcoCTOAHMEM ABNSETCA BAXKHOM TEMOW MCCIEA0BAHUI U AMCKYCCUIA HA MPOTSXKEHUM MHOTUX JIET.
Lenb uccnepoBaHua — onpenennTb YCI0BUS, MPU KOTOPbIX LLEHOBAsS AMCKPUMUHALMUS YyyYLIaeT Uan yYXya-
WwaeT coumanbHoe bnarococtosHue. Ing cbopa nHbopmMaLmm 0 B3aMMOCBA3M MeXAY LEHOBOM AUCKPUMMU-
Hauuen n coumanbHbiM 61aroCcoOCTOSSHMEM aBTOPbI UCMOJIb30BaAM METOA cepumn 0630poB nuTepatypsl. Mc-
CNef0oBaHMeE NoKa3ao, YTo LeHOBAas AUCKPUMMHALMS MOXET Yyy4YLKTb CoLManbHoe 61arococtosHue, ecnm
yBennMunmBaeTcsd o6beM Npon3BoACTBaA. YBENMYEHUE BbiMyCcKa NPOAYKLMU MOBbIWAET COLMANIbHbIE BbITOAbI
M KOMMNEHCUpyeT notepu 61arococtoaHma M3-3a HeabPeKTMBHOIo pacnpeaeneHmns npoaykunu. OCHOBHOM
BbIBOJ, 3aK/1l04AETCS B TOM, YTO COLMANIbHbIMK BbIrO4AaMM LLEHOBOM AUCKPUMUHALMM ABAKAKOTCA LOCTYM-
HOCTb OCHOBHbIX YCAYr AN rPYyNn HaceneHus C HU3KMM YPOBHEM [0OX04A M NOALEPXKaHME CpaBenMBOCTH
B noTpebneHmnn obuecTtBeHHbIX 6nar. [laHHOe uccnenoBaHMe UMeeT BaKHOe 3HaYeHue AN pa3paboTku
NONIUTUKK, NPpeayCMaTPMBAOLLEN BBEAEHWNE LLEHOBOM AUCKPUMUHALMK NS NOALEPXKAHUS CNPAaBEAIMBOCTH
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cpean pasnnyHbIX rpynn HaceneHna no ypoBHKO 4OXO40B U obecneyeHuns OOCTYNHOCTM OOpPOrocroawmnx

OCHOBHbIX YCNYT.
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Review of Business and Economics Studies. 2023;11(3):39-48.DOI: 10.26794/2308-944X-2023-11-3-39-48

1. Introduction

1.1. Background

Price discrimination is one of the most common
marketing strategies. It is a practice in which a
homogeneous commodity is sold at the same
time to different consumers at different prices
[1]. There are three types of price discrimina-
tion: first-degree or perfect price discrimination,
second-degree price discrimination or nonlin-
ear pricing, and third-degree price discrimina-
tion. In first-degree price discrimination, the
seller charges a different price for each unit of
the good in such a way that the price for each
unit is equal to the maximum willingness to pay
for the unit product. In this case, all the profit
from the trade goes to the monopolist, which
is efficient because there is no deadweight loss.
The second-degree of price discrimination oc-
curs when a different price is charged for a dif-
ferent number of products bought but not across
consumers. This means every consumer gets the
same price list, but it depends on the number
of products they buy. The third-degree of price
discrimination occurs when different custom-
ers are charged different prices. This is the most
common type of price discrimination we can
see in our society [2]. For example, airlines and
travel agencies provide identical services but
apply varied pricing structures for distinct de-
mographic groups like children, students, and
adults. Moreover, discrimination in pricing is
prevalent in sectors like telecommunication fees,
electricity pricing, and various industries domi-
nated by oligopolistic enterprises [3].

For successful discrimination, there are some
conditions. First, the firm should determine dif-
ferent segments of the market, and these different
segments should have different price elasticity.
Markets must be differentiated based on the na-
ture of use, physical distance, and time. Similarly,
the firm should have monopoly power [4].

Since the 1920s, there has been an issue among
economists about whether price discrimination

increases or decreases social welfare. Social welfare

is considered optimal when it is not practicable

to make anyone better off from the allocation of
goods and services without making anyone worse

off [5]. Pigou [2] demonstrated that under restric-
tive conditions, social discrimination reduces social

welfare. He demonstrated that price discrimination

reduces social welfare by adopting three assump-
tions. All markets must have nondiscriminatory
prices, surpluses derived from groups of consum-
ers, and profits that contribute equally to social

welfare and have linear demand functions [2]. After
some time, different academics showed that price

discrimination can improve social welfare under a

specified condition [6]. For welfare improvement,
an increase in total output is the most important

condition [7]. In third-degree price discrimination,
there is the existence of consumer inefficiency,
which means the output is not distributed opti-
mally as their marginal utility is unequal. When

there is a transformation from uniform pricing to

price discrimination, a higher valuation of goods

occurs, and consumers have a lower willingness to

pay. The only way to avoid consumer inefficiency

is to increase social output, which leads to social

welfare [8]. To raise the condition of social welfare,
the total output with discrimination should exceed

the non-discrimination level [9]. Dwivedi [10] re-
ported that price discrimination can be beneficial

if it enhances overall social welfare by enabling
lower-income families to afford products that they
couldn’t at regular market prices. This can lead to

an improved standard of living and greater access

to a variety of goods.

The relationship between price discrimination
and social welfare has been an ongoing debate for
many years. The social eligibility of third-degree
price discrimination has been a very important
research topic since the pioneering analysis of the
problem done by Robinson [4]. Many economists
consider price discrimination a good policy to
improve social welfare, and many economists are
raising questions about the consumption ineffi-
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ciency resulting from price discrimination. This
study focuses on third-degree price discrimination
because it is a common strategy in industries like
transportation, healthcare, and entertainment.
It’s relevant for understanding real-world pricing
effects on social welfare and informing policymak-
ing on consumer protection, anti-discrimination
regulations, and competition policy. This pricing
approach involves categorizing consumers based
on observable traits, enabling a deep examina-
tion of how it affects diverse consumer groups
and highlighting potential disparities in access
to goods and services, impacting social welfare.
This review paper provides a brief overview of
the conditions under which price discrimination
improves welfare and causes social welfare loss.
It also presents the effects of price discrimination
on the consumer and society.

1.2. Objectives

1. To determine if consumers are better off from
price discrimination.

2. To determine if society as a whole is better
off from price discrimination.

3. To determine the condition required for the
improvement of social welfare from price discrimi-
nation and its social impact.

2. Materials and methods
2.1. Desk study
A desk study was done on the topic of price dis-
crimination and social welfare to collect the
relevant information. A brief study was done to
find out the relationship between price discrimi-
nation and social welfare.

2.2. Collection of articles

After doing a series of literature studies, a num-
ber of articles related to price discrimination
were collected. Then the most relevant articles
were selected and studied thoroughly to gener-
ate ideas. A brief study about price discrimina-
tion, its types, advantages, and disadvantages
was done. Similarly, a brief study of the concept
of social welfare was done. The key points de-
rived from these articles were documented, and
further study was performed.

2.3. Summarization of ideas from articles
The information and results collected from dif-
ferent articles were written and critically evalu-

ated, and the findings were illustrated in the re-
sults and discussion section.

3. Results and discussion
3.1. Real life instances of price
discrimination in society
If the seller can readily distinguish between cus-
tomers with varying degrees of demand elastic-
ity, they may opt for third-degree price discrimi-
nation. Numerous examples of third-degree
price discrimination exist, such as discounts for
senior citizens or students, fluctuating rates for
weekends versus weekdays, and variable utility
charges. In the past, federal marketing orders
for agricultural products have served as illustra-
tions of third-degree price discrimination [11].
For instance, federal milk marketing orders are
designed to accommodate disparities in demand
for milk used in beverages, soft dairy products
(like yogurts and soft cheeses), hard dairy prod-
ucts (including butter and hard cheeses), and dry
milk [12].

Consider a cafe that provides senior citizens
with a discount on coffee. Even though the cost
of producing a cup of coffee remains consistent,
they charge 25-year-old customers more than
their 75-year-old counterparts. This practice is
likely based on the cafe owner’s belief that senior
citizens have more elastic demands than younger
customers, allowing them to profit from varying
prices. It’s crucial to emphasize that price dis-
crimination involves charging different prices for
the same product or service. On the other hand,
there are instances, like higher insurance rates for
parents of teenage drivers, where certain custom-
ers are charged more due to increased risk and
costs [11].

3.2. Change in welfare effect while

shifting from uniform pricing to price
discrimination

Any policy or economic change, in Kaldor’s view,
improves social welfare because the gainer can
make up for the losers while still benefiting.
Hicks asserts that a change is socially beneficial
if it causes some people to gain and others to
lose, and the losers are unable to compensate
the winners in a way that would prevent them
from supporting the change. The Hicks’ crite-
rion offers an exact definition of compensation.
According to Mukoyama [13], the major critique
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of the Kaldor-Hicks’ criterion is that the com-
pensation from winners to losers does not have
to take place: the transfer is purely hypothetical.
Thus, if, for example, a social welfare function
places more weight on the losers’ loss than the
winners’ gain, the Kaldor-Hicks criterion may
not be compatible with maximizing social wel-
fare. Such an issue does not occur if we stick to
the Pareto criterion, which imposes a higher bar
on conducting a policy.

3.2.1. Welfare effects of price discrimination
According to Aguirre [14], the assumptions are:
Consider good is sold in the two different mar-
kets.
The demand function is given by D (p,) in mar-
ket i (where i = 1,2).
Where pi is the price taken in the market.
The inverse demand function is given by p(q,).
Where qi is the sold quantity.
For market 1

q2

Welfare (W1) = | [ 71 (,)-c]da,. (1)
ql

For market 2
q2

Welfare (W2) = | [ 7, (4,)—¢]da, @)

ql
Then, the change in welfare while converting
from uniform pricing to price discrimination is
given by:
AW=WI1+ W2. 3)
The welfare effect of third-degree price dis-
crimination is shown in Fig. 1. The figure shows
the calculation of the welfare effect of third-de-
gree price discrimination by adding the positive
and negative changes in the total surplus in the
market. When there is a move from uniform pric-
ing to price discrimination, then the change in
welfare is the sum of the cumulative difference
between the price and marginal cost for indi-
vidual markets between the outputs under price
discrimination [12]. Chung [15] studied the effect
of price discrimination on welfare in cases where
firms differ in the costs associated with improv-
ing product quality. The study demonstrated that,
when there is a significant cost difference between
the firms, price discrimination can enhance social
welfare when compared to uniform pricing.

3.2.2. Use of misallocation effect and output
effect on social welfare
Figure 2 depicts the breakdown of the effect of
social welfare into the misallocation effect and
the output effect. The misallocation effect dem-
onstrates the reduction in welfare caused by the
transfer of q units of production from a market
with lower elasticity to one with higher elastic-
ity. The output effect illustrates the impact of
changes in total output on social welfare [16].
Third-degree price discrimination’s contribution
to total output plays a crucial role in the effect
of total output on social welfare. As the misallo-
cation effect is always negative, the output effect
should be positive to increase total social wel-
fare [14]. To improve social welfare, an increase
in output is required [9]. If total output remains
constant, price discrimination in linear demand
reduces social welfare. Similarly, when total out-
put is increased, there would be no misalloca-
tion effects and a positive output effect [14].
Third-degree price discrimination leads to al-
locative inefficiency because it causes consumers
with the same marginal utility to pay different
prices based on how the market groups them. So,
for third-degree price discrimination to improve
social welfare, it must lead to a big increase in
total output to make up for the way the market is
misallocating resources [17]. Galera [18] studied
how price discrimination affects welfare when
quality disparities exist. Their findings indicate
that when local firms’ product qualities are identi-
cal, price discrimination consistently leads to an
increase in welfare, primarily driven by a positive
allocation effect associated with price discrimi-
nation.

3.3. The effect of price discrimination

on welfare using the demand function
Consider the market to be strong if the discrimi-
natory price is higher than the non-discrimina-
tory price, and weak if it is lower. It is assumed
that social welfare is proportional to the magni-
tude of discrimination. Likewise, it was assumed
that both markets were supplied with positive
quantities at non-discriminatory prices [19].
There is a reduction in social welfare if the direct
demand function is at least convex in the strong
market than that in the weak market (when the
price rises with discrimination). For example,
the demand curve has the same curvature, or
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Fig. 1. Welfare effects of price discrimination
Source: Aguirre, 2012 [14].
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Fig. 2. Misallocation and output effect

Source: Aguirre, 2012 [14].

the demand curve is linear, so the curvatures are
zero. There is improvement in social welfare if
the inverse demand function in a weak market
is more convex than in a strong market and the
prices of discrimination are close to each other.
When total output increases, societal welfare
improves. When discriminatory prices are close
together, there is a decrease in social welfare,
which is also known as the misallocation effect.
A strong market, for instance, possesses a linear
demand function, whereas a weak market pos-
sesses an exponential demand function [20].
Certain conditions must be met for price dis-
crimination to increase social welfare. A small
amount of price discrimination increases welfare
when direct demand in a strong market is less
convex than direct demand in a weak market when

the market is initially priced without discrimi-
nation. When prices are initially discriminatory,
marginal reductions in discrimination increase
welfare when the inverse demand function in a
strong market is less convex than in a weak mar-
ket. Examples include demand functions with
constant elasticity. Price increases that occur
when demand is concave have a negligible effect
on welfare. If a price falls in convexity, there is a
substantial increase in output and welfare. When
the price was increased in a market with concave
demand and decreased in a market with convex
demand, the output rose in a similar fashion [20].
When the weak market has convex demand and
the strong market has concave demand, and one
of the markets has strict convexity and concav-
ity, it guarantees an increase in total output due
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Fig. 3. Relationship of marginal revenue curve associated with demand curve that have point of tangency

Source: Based on Cowan, 2008 [20].

to price discrimination of the third degree [21].
While considering input costs based on prior re-
search, Miklos and Shaffer [22] discovered that
implementing price discrimination is less likely
to result in an overall increase in total output if
competition is more intense in strong markets
compared to weak markets.

Suppose inverse demand is p,(q) and trans-
form inverse demand is p,(q). As price, demand
slope and quantity are the same, the marginal
revenues (MR) for two demand functions are equal
to quantity q0. Marginal revenue with p,(q) is al-
ways below p (q) because of the price reduction.
The discrimination output is determined by the
intersection of MR and MC. Here, the welfare gain
in a weak market due to discrimination is lower
than the transformed function. For every quantity,
the price is lower because the output increase is
lower. In Fig. 3, MNq, q, shows the welfare gain
from price discrimination with a linear demand
function, and MZgq,q, shows the welfare gain from
discrimination with a concave demand curve [20].

3.4. Price discrimination in homogeneous
and heterogeneous firms

The most important condition for the improve-
ment of welfare is an increase in total output.
In third-degree price discrimination, there is
no optimum distribution of output to the con-
sumer because of their unequal marginal util-
ity. In homogeneous firms, while changing from

uniform pricing to price discrimination, units
of the product are withdrawn from consumers
with higher good valuations and offered to con-
sumers with low willingness to pay. Increasing
output is the only way to prevent consumer in-
efficiency [8].

In the case of heterogeneous firms, to prevent
consumer surplus inefficiency, better redistri-
bution of output can be done. In this condition,
a fall in output may not be responsible for the
decrease in welfare caused by introducing price
discrimination. When there are consumption ex-
ternalities, the assumption of an increase in total
output to improve social welfare may not hold [8].
For example, some bars give discounts on drinks
to women to attract more women, and they also
hope to attract more men too. With the increase
in the number of women, the willingness to pay
for men also increases. Positive externalities help
to improve welfare [23].

3.5. Price discrimination and consumer
welfare

The contribution of price discrimination to the
better of consumers as a whole depends on
whether the total output of the good increases
or not. When the output effect is not considered,
the inefficient distribution of goods under price
discrimination can affect social welfare nega-
tively [24]. Under price discrimination, the con-
dition of the same marginal rate of substitution
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for any of the two goods for all consumers is vio-
lated. This occurs because different consumers
are charged different prices. Here, the welfare

of one consumer can be increased without af-
fecting the welfare of other consumers. However,
third-degree price discrimination for any given
level of output will have a negative effect on
the efficiency of the distribution of goods and

reduce consumer welfare [25]. So when output
is increased due to price discrimination, it has

social benefits and overcomes the loss of wel-
fare due to the inefficient distribution of prod-
ucts. Similarly, price discrimination is adopted

by sellers to capture the market’s consumer sur-
plus. Sellers can get higher total revenue from
price discrimination than from uniform pricing.

Leslie [26] studied the impact of third-degree

price discrimination on a Broadway theater perfor-
mance, specifically the 50% discount offered at the

ticket discount booth. His findings revealed that
implementing this discount led to a 5% increase

in profits compared to a uniform pricing strategy.
However, Leslie [26] also discovered that the cur-
rent 50% discount is excessively generous, result-
ing in a significant shift of customers away from
full-price tickets. By reducing the discount to 30%,
profits would actually increase by 7% compared to

the uniform pricing strategy. Additionally, Leslie

quantifies the overall consumer welfare effects of
price discrimination and determines them to be

relatively small.

3.6. Price discrimination and the betterment
of society as a whole

It is difficult to determine the desirability of
price discrimination for a society as a whole.
Price discrimination is considered desirable if
it can increase the total output, but it is a fact
that it causes the inefficient distribution of re-
sources. In some cases, no output of a product is
produced at a single price, and it only becomes
profitable under price discrimination. In such
cases, price discrimination is socially justified
[27]. In the agricultural sector, farmers can in-
crease their earnings by applying distinct prices
to various consumer segments. This stimulates
greater output, innovation, and technology in-
vestment. The ensuing efficiency leads to re-
duced costs, making food more accessible and
affordable for all consumers. Furthermore, this
approach optimizes supply and demand align-

ment, minimizing waste and enhancing resource

distribution. For instance, farmers can offer var-
ying quality produce at varying prices to cater to

different consumer preferences [28].

However, price discrimination can also result
in negative effects on the betterment of society
as a whole. It can lead to inequality and unequal
access to goods and services, as some consumers
may be excluded from certain markets or may
not be able to afford higher-quality produce. The
reduced market competition can lead to higher
prices for consumers in the long run [29].

Besanko [30] studied a scenario where ketchup
was sold at a fixed price for everyone. They then
looked at what would happen if companies could
figure out which customers might be more or less
willing to pay for their product. Surprisingly, they
discovered that when companies could charge
different prices to different types of customers,
it didn’t lead to a fierce price war. It not only im-
proved social benefits but also effectively boosted
the companies’ profits.

Brenkers and Verboven [31] examined a situa-
tion where car manufacturers were charging dif-
ferent prices to customers from different countries.
However, in the future, they wouldn’t be able to
do this because of improved market integration.
We may assume that this would lead to intense
competition because domestic and foreign firms
have opposite strengths and weaknesses in their
respective markets. Surprisingly, their findings
showed that eliminating price discrimination
didn’t result in an all-out price war. Instead, it
caused prices for domestic firms to go down while
prices for foreign firms went up. The impact on
industry profits and overall social welfare was
relatively modest unless high prices in the United
Kingdom were a result of collusion among com-
panies.

Some of the benefits of price discrimination
for the whole society are illustrated below.

3.6.1. Availability of high-cost essential
services
For goods and services that are essential to soci-
ety as a whole but whose production is not prof-
itable because of falling long-run average costs
much above the average demand curve, price
discrimination is socially justifiable.

In most public services, such as transporta-
tion services and post office services, this kind of
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condition arises. In this kind of situation, higher-
paying groups subsidize the lower-paying groups.
The production of these essential goods and
services is possible only because of the subsidy
provision provided to lower-income groups by
higher-income groups [10].

3.6.2. Maintaining equity

in the consumption of public goods

In our society, there is an unequal distribution
of income. So, the unequal distribution of goods
may have a positive effect on lower-income
people. When the higher price is charged to
the higher income group and the lower price is
charged to the lower-income group, the redis-
tributed effect benefits the poor at the expense
of the rich. For instance, when hydroelectricity
projects are initiated, industry owners benefit
more than households, and European countries
benefit more than African nations from the uni-
form pricing of pharmaceuticals. Under these
circumstances, uniform pricing cannot be so-
cially justified [10].

In the agricultural sector, public goods may
include farming extension services, efforts to
conserve soil and water, and research and devel-
opment projects that benefit both farmers and
society. In order to ensure that all farmers, regard-
less of their level of income or the size of their
operation, can access these public commodities,
price discrimination is a necessary step. For ex-
ample, the agriculture extension service may offer
training programs or workshops with sliding scale
fees so that farmers with limited resources can still
attend. Similar to this, study organizations might
provide small farmers with discounted rates for
seeds or plant materials, ensuring that they have
access to the newest varieties and innovations.

To maintain equality among different income
groups, price discrimination plays a great role. As
it promotes social equity, price discrimination is
justified socially. However, in the absence of op-
timal allocation of resources and distributive ef-
ficiency, price discrimination is not desirable [28].

3.6.3. Availability of essential services

to low-income groups

When a single price is applied uniformly to eve-
ryone, it can lead to low-income individuals be-
ing unable to afford essential goods and services.
This is particularly true when there is a monop-

oly on the product or service, such as in the case
of electricity, where higher-income individuals
can afford to use more while lower-income in-
dividuals are unable to use any. This results in
a waste of resources, particularly in the case of
hydroelectricity, causing social harm. Therefore,
price discrimination can help improve social
welfare by ensuring that everyone can access
essential goods and services at a price they can
afford [10].

Price discrimination in agriculture can enhance
affordability for low-income consumers. Farmers
markets might provide discounts or sliding-scale
pricing, making healthy food accessible. This ap-
proach aids small and local farmers against bigger
competitors and caters to niche markets, poten-
tially boosting profitability through premium pric-
ing for sustainable or locally sourced goods [28].

4. Conclusion and policy implications
The most common type of price discrimination
seen in our society is third-degree price dis-
crimination. The social eligibility of third-de-
gree price discrimination has been an important
topic of discussion and research for many years.
Some economists consider it a good policy, and
others disagree. Price discrimination has both
social benefits and harm. Price discrimination
is harmful to society when there is an ineffec-
tive distribution of resources in society between
different consumers or users, which results in a
minimization of the output, employment, and
income. It causes a deviation of the resources
from social optimum utilization. Similarly, there
will be a waste of resources, and people should
pay more for a small quantity. In most cases,
price discrimination results in a loss of social
welfare because, for most consumers, the price
of the product is more than the marginal cost of
supply. When discrimination occurs in a situa-
tion of falling average costs, it becomes advanta-
geous to consumers and gives a larger output to
the market. Some of the consumers benefit be-
cause they can buy the product at a lower price.
Consumers with lower incomes are priced into
the market if the suppliers charge them less
money.

The study of price discrimination and its role
in social welfare gives an idea about introducing
price discrimination in the formulation of policy
that helps in ensuring the adequate supply of
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high-cost essential services, making the avail- equity in the consumption of public goods. Its
ability of high-cost essential services available study helps us formulate policies to improve so-
to low-income groups, and ensuring cost-benefit  cial welfare.
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OPUTUHANBHAA CTATbA

JKOHOMMHUecKue pakTopbl,
BAMAIOLWME HA LeHbl Ha XXunbe B lNakucraHe
M.T. XaH

YHuepcuteT A6ayn Bann XaHa, Mapaan, Makucrax

AHHOTAUMSA

Lenbio faHHOIO McCnenoBaHMs IBNSETCS U3ydeHne GakTopoB, BAUSIOLLMX Ha LLeHbl Ha Xube B [TakucTaHe.
ABTOp MCNonb30Ban exxeMecayHble aaHHble 3a nepuog 2011-2020 rr., koTopble 6bIAM NOAYYEHbI U3 Pa3HbIX
MCTOYHMKOB: JAHHbIE O LLeHax Ha Xwuibe, NybankyemMble Ha caiTe zameen.com, CTaBKa MeXOaHKOBCKOro npesa-
noxexusa B Kapaum (KIBOR) kak nokasartesnb AeHEXHO-KPeAUTHOM NONUTUKM, MHAEKC MOTPEeOUTENbCKMX LLEH
B KayecTBe rnokasatens MHGAIUMM U faHHbIe O BaJIIOTHOM KypCe rocyaapCcTBeHHoro 6aHka MakucraHa. bbinm
MCMNO/b30BaHbl Pa3fiMyHble MEeTOAbI, TAKME KaK MeTOoZ, aBToOperpeccuun u pacnpegenenHoro nara (ARDL), cpas-
HUTENbHbIM aHaNu3 1 LefyKTUBHbIM aHanu3. [Nepen ncnonbsoBaHmem metoaa ARDL 6bina BbiOpaHa noaxons-
Was NPOAOIXMTENbHOCTb Nara, Kotopas coctaBuna 11 mecsues. PasnuyHble gMarHoctmyeckue TecTbl NoKasanm
YCTOMYMBOCTb MOAENN, OTCYTCTBME AaBTOKOPPENSLLMM U CTPYKTYPHbIX Pa3pbiBOB. ABTOp MpuLLEN K BbIBOAY, UTO
ctaBska KIBOR oTpuuatenbHO BAMSET HA LEHBI HA XXWIIbE, B TO BPEMS KakK MHOASALMS U OOMEHHBIN KypC BAUSIOT
Ha LLeHbl HA XXWJ1be NOOXKMUTESNIBbHO.

Knwouesvie cnosa: peHeXxXHO-KpeAUTHAS MOAUTUKA; LEHbI Ha Xube; MHOAaumus; obmeHHbi kypc; ARDL; Ma-
KMCTaH
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1. Introduction

Across the world, upholding prices and safe-
guarding financial system stability are the main
objectives of central banks. Low and stable in-
flation, a precondition for supportable econom-
ic growth, reflects effective monetary policy. It
ensures business’ and individuals’ decision-
making ability pertaining to saving, investment
and consumption, which leads to a spillover ef-
fect on employment and economic growth in the
long run, thus enlightening the whole economic
welfare of the state. In prior investigations, it
was found that monetary policy had an impact
on the residential housing sector due to credit
availability. It influenced the cost and acces-
sibility of credit, altering consumer debt levels
and current housing demand [1]. House prices
are heavily influenced by credit availability [2].
It has also been observed in developed nations
such as the USA, UK and Japan that liberaliza-
tion and easy accessibility of credit are sources
of billow house prices. Monetary policy fluctua-
tions affect real estate prices through numerous
channels [3].

A tight policy rate lowers inflation while rais-
ing the after-tax user cost of housing [4]. Higher
user costs reduce housing demand, which leads to
reduced output. On the supply side, a tight policy
rate of the central bank may have an immediate
impact on housing building costs, resulting in
a reduction in real estate output. On the other
side, through the excess reserves ratio, a state
bank can influence how much money banks have
to provide loans by employing monetary policy
tools such as open market operations, utilizing
government bonds and the central bank’s discount
interest rates on loans to private sector banks. If
the state bank tracks a loose policy rate, for in-
stance, the supply of credit (money) will expand,
lowering market interest rates and the decrease
in mortgage interest rates will enhance demand
for houses, resulting in an increase in housing
values [5].

The reason behind the study of monetary policy
and its impact on housing prices in Pakistan is
that the residential sector is rapidly expending
in Pakistan. Annually, Pakistan spends roughly
US$ 5.2 billion on building, accounting for nearly
2% of the country’s gross domestic product (GDP),
according to the Pakistan Bureau of Statistics. The
real estate sector’s total value is US$ 700 billion,

and the tendency to purchase luxury apartments

and houses increased by 7-9% in the beginning of
the twenty-first century, according to the Federal

Bureau of Revenue! (FBR). According to the coun-
try’s twelve-monthly Economic Survey, apartment
prices have increased by more than 120 percent
from 2010 to 2016. It has been also observed that

the newspaper opinion writers and many bankers

claimed that buyers borrow money from finan-
cial institutions and invest in property instead

of investing in their other businesses because the

return on investment in property is significantly

larger than the rate of interest they must pay to

financial institutions on loans because of rising

house prices [6].

People desire to protect their future and invest
in Pakistan’s real estate market. However, due
to the previous government’s high taxation on
the real estate industry, investment tendencies
in real estate have diminished. Even as foreign
direct investment diminishes and infrastructure
funding remains tight, Pakistan’s real estate mar-
ket contributes significantly to economic growth.
The real estate sector accounts for 60-70 percent
of the country’s wealth, or around USD 300-400
billion, according to World Bank estimates. After
agriculture, it is Pakistan’s second-largest source
of employment. Apart from direct employment, it
boosts demand in over 400 different industries,
such as construction, steel, cement, paint, archi-
tecture, building materials, etc. As the government
has increased the amount of taxes, particularly in
the areas of purchasing and selling, severe meas-
ures have been realized behind investments made
in the last three years. As a result, this industry
has been hit hard by the recession; numerous
real estate consulting offices have closed, and
many people who worked in this field are now
starving [7].

The FBR’s severe rules (ban on non-filers, man-
datory registrations when purchasing property
worth more than PKR 5 million (Pakistani rupee),
and expensive property transfer taxes) have de-
terred investors in this field. Even though financial
markets are volatile, it isn’t the economic signal
one might imagine. However, a common miscon-
ception about real estate as an investment option
is that it makes a lot of money. This is not the case.
The real estate sector fills the void in most nations

! Federal Bureau of Revenue (FBR). Pakistan. 2018.
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Source: State Bank of Pakistan and www.zameen.com (2021).

where the role of financial markets is minimal in
economic growth. Unfortunately, due to excessive
regulation by the government and the FBR, this
industry is unable to do so. Consider the Karachi
Stock Exchange KSE-100 index and the house
price index (Fig. I1). For only three years between
2011 and 2019, the cumulative return on property
prices was higher than the KSE-100. The KSE-100
index has climbed by 230% over the same period,
compared to 147% for house prices.

Investing cycles do occur sometimes, and the
real estate sector in Pakistan experienced one
from 2012 through 2015, when the annual returns
were 16%, 25%, and 14%. During all prior years,
the return on the housing index has been in the
single digits, ranging from 1% to 9%. The KSE-100
index, on the other hand, is more volatile and of-
fers both large returns and low profitability; its
best return was 42 percent, and it recorded a 19%
loss in 2017. The motivation of this study is to
determine whether there is an effect of the state
bank policy on real estate sector or not. That is

why Fig. 1 shows how these two economic vari-
ables are changing over time. The purpose of Fig. 2

is to demonstrate the monetary policy and house

prices values in general from 2012M1 to 2020M09.
The Karachi Interbank Offered Rate (KIBOR) is the

proxy of monetary policy and HP line represents

house prices in Pakistan.

The real estate industry has struggled since
the change of government in 2017. It has had to
deal with financial, economic, and political dif-
ficulties, a variety of policy problems, and a lack of
assurance. It barely made it through the previous
recession. This is primarily because of the massive
investments made by Pakistanis living abroad. Due
to exchange rate gains for outside investors, the
depreciation of the Pakistani rupee made property
investment more affordable. Almost 30% of traffic
on the website Zameen.com comes from foreign
Pakistanis looking for investments, according
to the website. However, investing in Pakistan’s
real estate market is already dangerous since the
country is now ranked 120th out of 129 countries
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Table 1
Housing loan pricing

Loan

- Amount Customer Pricing Bank Pricing
Tiers
o, st o,
Tier0  Rs 2 million >% for 1% five years and 7% for next KIBOR plus 700 BPS
seven years
[o) st o)
Tier1  Rs 2.7 million 3;3:;” 1#five years and 5% for nextfive 550 1116 250 BPS
o, st o,
Tier 2 Rs 6 million 5% for 1% five years and 7% for next five  KIBOR plus 400 BPS
years (Spread may vary)
Tier 3 Rs 10 million 7% for 1%t five years and 9% for next five years

Source: State Bank of Pakistan. URL: http://www.sbp.org.pk/fsr/index.htm

(with a score of 3.9/10). For international investors,
this type of ranking is quite crucial. Thousands of
foreign investors have moved their money else-
where because of the uncertainties and tax policy.
Because some nations (such as the United Arab

Emirates and the United Kingdom) are providing
stronger incentives, the amount of foreign ex-
change used to invest in real estate has declined.

Pakistan received USD 21.84 billion in remit-
tances because they face constraints in doing other
businesses, most international investments are in
the real estate sector. Overregulation of the prop-
erty market discourages foreign investment, which
decreases remittances to Pakistan. Furthermore,
the government’s stance of not using development
budgets has caused this sector’s activity to decline.?
The demand for consumer loans has expanded
significantly, owing mostly to the construction of
new homes. As a result, compared to the previous
year, house construction loans increased by 17.2%.
The State Bank of Pakistan’s (SBP) obligatory ob-
jectives for banks to boost building and construc-
tion loans are likely to be the cause of this higher
growth. The SBP has implemented several steps
to promote housing finance, in keeping with the
government’s goal of providing affordable housing
to all citizens of the country [8].

Banks have been given required targets to
lend mortgage loans and finance to developers
and builders by the SBP and have also presented
the means through the Government’s Mark-Up
Subsidy Scheme (G-MSS). In order to encourage
affordable housing schemes among the lower and

2 State Bank of Pakistan. URL: https://www.sbp.org.pk/reports/
annual/arFY 20/Complete.pdf (accessed on 20.07.2023).

middle groups, this program offers supported
financing to those who don’t even have a house.
The government has set aside Rs 36 billion for the
payment of mark-up subsidies over a ten-year pe-
riod. The Pakistani government has changed and
reduced the rates of mark-up subsidy schemes for
housing finance, as shown in Table 1.

The rest of the article is structured as follows.
Section 2 describes the methodology of the study.
Section 3 provides an evaluation of the related
literature on the association of housing prices
with monetary policy, both theoretically and
empirically. Section 4 explains the econometric
method. Section 5 offers results and discussion.
Finally, Section 6 outlines the conclusions and
recommendations of the research.

2. Methodology of the study

Problem statement

Only one published study has been found to be
directly related to current research. That study
concluded that monetary policy affects housing
prices in Pakistan. Furthermore, housing prices
drop when the policy rate is too low, and vice
versa. Prior research has found that stock mar-
ket index fluxes have no effect, while high level
inflation increases house prices [6]. Also, no re-
search has been conducted in Pakistan on the
effect of monetary policy on housing prices. The
housing market is integrated with several other
economic factors. As a result, growth in housing
market activity may increase aggregate demand,
placing higher stress on the value of commodi-
ties. Furthermore, house rent is directly linked
to house prices, and it accounts for a significant
portion of the consumer price index (CPI); in-
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Fig. 3. A flow diagram of a detailed theoretical framework

Source: Based on Wadud et al, 2012 [11].

creases in house prices are reflected quickly
in the CPI. Because of these qualities, central
banks react to rising house prices more swiftly
than stock prices. However, central banks usually
respond to asset prices indirectly through their
responses to economic activity and inflation [9].

Research Gap

The above-mentioned studies disclose the effect
of monetary policy on house prices through dif-
ferent channels. The current study is investigat-
ing this area from a new aspect — a methodology
called Auto Regressive Distributed Lag (ARDL).
This methodology considers ways to overcome
the short- and long-run co-integration among
the variables [10], and therefore, this study at-
tempts to enrich the existing literature and to
overcome the effect of monetary policy on house
prices in Pakistan so that policy makers and in-
vestors could make better decisions.

Relevance of the research
The scope of property value is increasing global-
ly due to the increase in population. Keeping in

view the importance of monetary policy and how
it affects housing prices in Pakistan, this activity
became a motivating point of this research work.
Therefore, the current study investigates the
effect of monetary policy on housing prices in
Pakistan. The reaction of the policy rate is nec-
essary to understand various economic variables,
just like housing prices. This leads to improved
policymakers’ decisions by employing the con-
tractionary or expansionary policy rate, and it is
possible by exploring the effects of the new eco-
nomic variables related to the policy rate. The
linkage between monetary policy and housing
prices is given in Fig. 3, which is proposed by [11].

Objectives of the study

In any economy, monetary policy plays a major
role. That’s why it is necessary to catch on to
the impact of this policy rate at the bottom level.
Globally, much research has been conducted to
estimate the monetary policy impact on other
economic indicators. But there are many other
economic variables that have transmission ef-
fects related to monetary policy. The objective
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of this study is to investigate the impact of mon-
etary policy on housing prices in Pakistan.

Research questions

1: Is there any relationship between house
prices and monetary policy in Pakistan?

2: What is the effect of monetary policy on
house prices in Pakistan?

3: Does the monetary policy affect house prices
in Pakistan?

Research hypotheses

The null and alternative hypotheses of the
study set as:

HO: Monetary policy does not affect house
prices.

H1: Monetary policy affects house prices.

Contribution of the study

Academic scholars, policymakers, and media
commentators have recently focused their at-
tention on the impact of the housing sector on
economic activity. The need to analyze the pos-
sible implications for financial system stability
is partly justified by the considerable increase
in housing prices and consumer debt in various
industrialized countries during the last decade.
There is minimal study done on the term “hous-
ing prices” and the impact of policy rate in Pa-
kistan, and their conclusions specify the link of
monetary policy with housing prices based on a
very small body of research [6]. In terms of fu-
ture research, the current study will condense
this gap and work on the most recent data on
Pakistan to hit upon the association of monetary
policy and houses prices. The current study’s
outcome contributes knowledge to policymakers
in the area of expansionary and contractionary
policy rates, explaining which policy will have a
considerable effect on the fluctuations of hous-
ing prices.

3. Literature review

Literature on the determinants of housing
prices in Pakistan

The vector autoregressive (VAR) model was used
to determine the effect of monetary policy on
housing prices in Pakistan while taking data
from January 2011 to December 2016. The study
further demonstrated that tight policy rates lead
to lower house prices. It was also discovered that
an increase in inflation results in higher hous-

ing prices [6]. The role of monetary policy in
asset price transmission and good price trans-
mission was also studied. Stock prices, property
prices, and the Forex rates are all included in the
asset price index. Monthly data on GDP, infla-
tion, interest rates and asset prices were used
for the period from 2000MO1 to 2019M06. A VAR
model was employed to select lags using likeli-
hood ratio statistics. According to the findings,
housing prices are directly connected to house
rent, which has a major weight in the CPI, and
increases in housing prices are swiftly reflected
in the CPI. As a result, state banks respond more
quickly to rising housing prices than stock pric-
es. However, state banks respond to asset values
indirectly through inflation and economic activ-

ity [9].

Global literature on the determinants
of housing prices
The real estate market is becoming a challeng-
ing area because of numerous factors. The main
factor that could be considered is the size of the
population, and it is a universal fact that the
population is increasing every day. Similarly,
when population increases, the demand for con-
sumable goods increases in every sector. Real es-
tate is one of these. Various studies explored the
impact of monetary policy at the general level,
however, the current study investigated more
detailed dependences, such as the linkages of
housing prices, and found that monetary policy
affects housing demand through credit availabil-
ity and is considered a key predictor of housing
prices [2]. Similarly, the ease of access to credit
was responsible for the surge in housing prices
in developed countries such as Japan, the United
Kingdom, and the United States [12]. Changes in
the policy rate affect real estate values through
a variety of channels. A tight policy rate reduces
the rate of inflation and pushes the user cost of
housing upward. As a result, when user costs be-
come high, it reduces housing demand, and, at
the end, housing prices and productivity decline
[3]- A contractionary monetary policy, in the
eyes of the supply side, might have an immedi-
ate impact on house building costs and decrease
the activity of housing output [4].

Many scholars have investigated monetary
policy transmission channels, concentrating on
how the economy is affected by monetary policy,
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specifically, how the policy rate affects various

asset prices. Monetary policy has a transmission

effect on asset prices, which contribute to the

economy. Therefore, due to a healthy policy rate,
economic growth can be achieved [13]. The author
[14] used quarterly data on the United States from

1987 to 2007 and employed Factor-Augmented

Vector Autoregressive model (FAVAR) to explore

monetary transmission and suggested long-run

relationships between the policy rate and hous-
ing prices.

Data for the period 1986-2008 revealed resi-
dential property prices and their response to the
monetary policy rate in 18 countries. According
to panel VAR, the effect of the policy rate was
measured and revealed that housing prices are
broadly related to economic activity [15].

Monetary policy is a precious tool that protects
the economy and brings financial stability. The
study [15] found the variation in housing prices
due to the policy rate and furthermore explained
the real estate sector given its large portion in
GDP. All these things will be possible with the
help of a feasible policy rate.

To compare the effect of the policy rate on
housing prices, the current study also looked at
developed and developing countries because these
countries mostly differ in nature. In the United
States and Eurozone, property markets were ex-
amined with the help of structural vector auto-
regression (SVAR) method, which suggests that
monetary policy shocks affect housing prices due
to the transmission effect, and the Eurozone was
more clearly affected by this shock [16].

On the other hand, to showcase a develop-
ing country, real estate demand and its pricing
fluctuations were tested for China. China is a de-
veloping country that makes a large contribution
to the world’s economy. The study [17] observed
outcomes by using monthly data from 1998 to
2009 and came up with evidence that, in the case
of China, monetary policy had an impact on hous-
ing prices. This observation was made based on
both the contractionary and expansionary policy
rates and suggested that the expansionary policy
rate increases housing prices. The tight policy
rate had a negative influence on Chinese property
prices, particularly in large cities [18].

If the state bank applies an expansionary policy
that increases the amount of money by providing
loans at a low interest rate. When the mortgage

interest rate falls, the demand for housing in-
creases, and as a result real estate market activi-
ties move faster [5].

Colombian housing prices were examined for
the period 1994-2015 with the help of the Markov
switching model. According to empirical findings,
a contractionary monetary shock reduces house
price growth by a bigger magnitude in high-vol-
atility periods than in low-volatility periods. This
shows that monetary policy is more successful in
lowering house price growth during times of crisis
than when the economy is doing well [19]. In Tur-
key, the dynamic relationship between property
prices, income, interest rates, housing permits,
and stock prices was studied by using structural
vector autoregressive (SVAR) models, which were
employed for monthly and quarterly data and ap-
plied using four distinct SVAR models to reveal
this dynamic link between 2003 and 2016. The
study found statistically significant and consider-
able connections between the variables, leading
to the conclusion that home prices and housing
permits are highly sensitive to monetary policy
and income shocks as housing market variables
[20]. Mortgages influence housing demand because
the liquidity of money is boosted by the selling
and purchasing of houses [21]. The negative ef-
fect of higher interest rates on property values is
bigger than the effect of lower interest rates [22].
Since the 1980s, researchers have been studying
the effects of monetary policy, with most stud-
ies relying on vector autoregressions (VARs). To
avoid some of the specification issues of VARs,
the study employed the local projection method
and showed a clear effect of monetary shocks on
housing variables.

Most of the prior studies support the idea that
the policy rate has a transmission effect on hous-
ing prices, but it is claimed [23] in the case of
Turkey that the Turkish economy does not have a
transmission effect on housing prices. The study
employed the VAR model for empirical analysis,
which covered the period of monthly data from
2010 to 2019. The findings reveal that monetary
policy has an impact on housing prices, but the
impact of housing prices on housing investment,
the industrial production index, and inflation is
not statistically significant. The Turkish economy
does not have a housing price transmission chan-
nel, according to the findings [23]. In the case of
India, it is suggested that the role of monetary
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policy or policy rate is slightly affecting Indian real
estate prices, and that 13 percent of the variation
occurs due to policy rate in a 10-month period [24].

According to empirical data, the high level of
variation in interest rates affects different coun-
tries” housing prices, such as Belgium, the Nether-
lands, Canada, Denmark, South Africa, Switzerland
and Sweden. Financial liberalization influences
the connection between housing prices and mon-
etary policy, but that response varies in differ-
ent nations. Interest rate shock appears to play
a significant role in Australia, Ireland, Spain, the
Netherlands, the United States, and South Africa.
During 2002-2006, monetary policy shocks were
responsible for almost 24 percent of house price
increases in the United States. Finally, the research
found indications that state banks respond to
housing prices through inflation-targeting poli-
cies [25].

Summary of the literature

Recent studies have revealed that housing prices
broadly relate to economic activity, and mon-
etary policy is considered a precious tool that
protects the economy and brings financial sta-
bility. According to many studies, house prices
increase due to expansionary policy. While con-
tractionary policy rates reduce them.

4. Data and methods

Data description and conceptual framework
The current research is based on monthly time
series data that span the period from 2011M1 to
2020M12. The study took the dependent varia-
ble, housing prices (HP), from the www.zameen.
com website and made calculations in average
per square foot prices for major cities. The con-
trol variable is Karachi Interbank Offered Rate
(KIBOR), which is used as proxy of monetary
policy taken from (SBP) state bank of Pakistan.
Some reports (particularly, [26]) utilize the dis-
count rate as a proxy for policy, which is not
appropriate for analysis. Furthermore, in Paki-
stan, the committee on monetary policy meets
every two months, and rarely revises the dis-
count rate. As a result, the discount rate is an
ineffective monthly indicator of monetary pol-
icy [9]. The data of consumer price index (CPI),
the proxy for inflation (INF) and exchange rate
(EXR) have been taken from SBP (State bank of
Pakistan).

Specification: ARDL model
The current study adopted autoregressive distrib-
uted lag (ARDL) and bound testing approach to
sort out the movement of dependent and inde-
pendent variables in long and short run. Accord-
ing to many researchers, this model is used for the
purpose of co-integration among the variables [27].
As per the assumption of this model, the variables
must be stationary at order I(0) and I(1) [28]. The
ARDL model is regarded as the best econometric
technique compared to others, but it fails when the
order of I(2) is present in any variable. Based on
the study purpose, the current study will also use
the ARDL approach to analyze the co-integration
between house prices and monetary policy with
some other variables of Pakistan, as shown in Fig. 4.
The generalized ARDL (p, q) model is given
below to understand the relationship between
both dependent and independent variables:
Y, =y, +X8,Y, , +ZL B X, +¢g,, (1)
where Y, is a vector and the variables in X, are
allowable to be purely 1(0) or I1(1) and B and 9,
are coefficients; Y is the constant;i=1,..., k; op-
timal lags are p and q order; ¢, is the error term.
In the empirical methodology, the current study
will disclose the impact of monetary policy on
housing prices with the help of the ARDL model.
This model is widely employed when variables
are in different order or not stationary [10]. To
determine the long- and short-run linkages among
any dependent and independent variables, this
model is considered the best. Furthermore, equa-
tion two shows the general model which consists
of the current study variables.

HP, = a, +a,KIBORE +a,INF +a,EXR+e¢,, (2)
where HP represents houses prices, while t signi-
fies the time period from 2011M1 to 2020M6; 4,
signifies the constant; while ¢,to a; are the co-
efficients of variables; KIBORE (Karachi Inter-
bank Offered Rate) signifies monetary policy;
INF denotes inflation and EXR is representing
the exchange rate; while e, signifies the error
term. To perform the bound test for cointegra-
tion, the conditional ARDL (p, q,, q,, q,) model
with the four variables is specified as:
H, :a,=a, =a,;=a,=0

1 1 )
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Dependent and independent
variables (2011-2020)

Monthly Data «“ —

HP <
. \ ADF Test
MP —*| Stationarity Test —>
Phillips Perron
INF l
—

EXR ‘
| Co-Integration Test |—» ARDL Bound
v Model stability

ARDL > Log Length
AIC

h

Impact of monetary policy on houses prices

Fig. 4. A conceptual framework
Source: Naikoo et al., 2021.

wherei=1,2,3,4.
H, :a,+#a, #ay #a, #0,
AHP = ay, +a,AHP_, +a, AKIBORE, , +a, AINF,_, +a, AEXR_, +
+27 a,AHF_ + 31, ayAKIBORE, | + X1, a;,AINF,_ + 3 a,; AEXR,_; +e,,,
AKIBORE, = ay, +a,AHP_, +a,,AKIBOR, , +ay,AINF,_, +a,, AEXR, , +
+27 a,AHE_ + 37, ay,AKIBORE, |+ X1 a,AINF_, + 2.1 a,, AEXR,_; +e,,,
AINF, = ay, +a,AHP_, +a,, AKIBORE, , +a,,AINF._, +a,, AEXR,_, +
+ 2 ayAHF_ + 31 ay, AKIBORE, | + 3. ay, AINF,_ + 3, a,, AEXR, _; +ey,,
AEXR, = ay, +a,,AHP_, +a, AKIBORE, , +ay, AINF_, +a,, AEXR _, +
+2L 4, AHP_ + 30 ayAKIBORE, | + 3.1, ay AINF_ + 3 a,; AEXR _; +e,,.

If there is no cointegration, the model of ARDL (p, q,, q,, q,) specified as:

AHP, =ay, +3", a,AHP_, + 3 a,,AKIBORE, | +Y" a,AINF_ +Y" a, AEXR,_ +e,,

1= 1= 1 1=

3)

4)

()

(6)

(7
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where the difference operator A is used. The
F-test and the coefficient of lagged variables are
included in the test to ensure that the variables
have a long-term relationship. The null hypoth-
esis is “no long-term relationship between the
variables” [27]. The following requirements must
be met before the conclusion on HO can be ac-
cepted or rejected. If the value of the “F” test is
larger (>) than the upper critical bound (UCB),
then HO will be rejected, which implies that the
study variables are moving together or cointe-
grated. Similarly, if the value of the “F” statistic
test is lower (<) than the lower critical bound
(LCB), then accept HO, and this condition signi-
fies that the study variables are not cointegrated.
Though, if the value of F-test < UCB and great-
er (>) from LCB, this condition’s result will be
unsatisfying. If there is cointegration, the error
correction model (ECM) representation is speci-
fied as:

AHP =a,+3? a,AHP_ +3" a,AKIBORE, , +

1= 1

+27, a,AINF,_ +3? a,, AEXR,_, + LECT,_, +e,. ®

The ECM, called the error correction term,
indicates the speed adjustment required to re-
gain equilibrium in the model. It must have a
significant value and a negative sign so that the
coefficient of ECM will correctly measure how
soon variables regain equilibrium. The relatively
significant error correction term demonstrates
the presence of healthy long-run relationships.

Unit root testing

We used Augmented Dickey-Fuller (ADF) and
Phillips-Perron (PP) tests to check if the series
data of KIBOR and housing prices are stationary
in time. The ADF test employed through aug-
menting equation and form lagged difference of
dependent variables AY, , is included as inde-
pendent variables to detect serial correlation
[29]. Below is the equational form of the ADF
tests.

Y, =pY Y @AY, ©)

AY, =y, +J’1Yt—12:ilaiAYt—i+Hw (10)

AY, =y, +YY,_, +Y2t+2:ilaiAY,,,. +u,.  (11)

The error term is W, and first difference is AY,
of the dependent variable. It is necessary to run
a model to check the pattern of the data series,
especially in time series data. If the data are with-
out drift and trend, then it is better to use equa-
tion one. Equation two will be used if the data
series have drift but no trend, and if the data have
both drift and trend, then apply equation three.

Phillips-Perron test

Y, =c+8t+ay, +ay,_, +e(t). (12)
In the above equation, e(?) is the innovation
process. The test assesses the null hypothesis un-
der the model variant appropriate for series with
different growth characteristics c=0or 6 =0.

5. Empirical results and discussion

Descriptive statistics

The summary of descriptive statistics results
shows that the average value of HP is 11.25275
and KIBOR average value is 9.090370. The maxi-
mum values of HP and KIBOR during the study
period were 32.77500 and 13.56000, and the
minimum values were -0.123649 and 5.970000.
The standard deviations of HP and KIBOR during
the study period were 8.794751 and 2.589566.
The skewness values of HP and KIBOR and all
other variables were zero, that depicts that the
data is normally skewed. Similarly, the Kurtosis
values of all variables were less the 3, showing
platykurtic distribution (Table 2).

Unit root analysis

The unit root process, or unit root, is the sto-
chastic trend, especially in time series data,
which is also known as “random walk with drift”.
It is said that if the data have a unit root, the
supporting results of any analysis are unpredict-
able. Therefore, to obtain predictable results, it
is important to check the unit root process, and
that is possible with the help of ADF and PP
tests. These tests are well known for the purpose
of determining the unit root. The ADF test also
avoids the issue of serial correlation. Further-
more, PP is the modified form of the ADF test,
and the main advantage of the ADF test is that it
corrects the problems of heteroscedasticity and
autocorrelation [29, 30].
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Table 2
Descriptive Statistics

Variables HP, EXR, KIBORt INFt
Mean 11.25275 7.538458 9.090370 6.919444
Median 8.839951 5.782852 9.210000 6.700000
Maximum 32.77500 30.52106 13.56000 13.90000
Minimum -0.123649 -5.732753 5.970000 1.300000
Std. Dev. 8.794751 8.418928 2.589566 3.354123
Skewness 0.972346 1.039268 0.237356 0.313585
Kurtosis 2.853990 3.415812 1.740033 1.905506

Source: Developed by the author.

Table 3
Unit root test results

Augmented Dickey-Fuller

Phillips-Perron

Variables
Level First Diff. Level First Diff.
HP ~1.292014 -3.222470° ~1.456204 -6.214008"
KIBOR ~1.661850 -3.429310" ~1.169064 -10.92534*
INF ~1.619339 -8.374408" -1.668041 9157815
EXR ~1.768843 ~7.399178" -1.620154 -7.399178"

*Level of significance is 5%.

Source: Developed by the author.

The current study focuses on checking the ef-
fectiveness of the policy rate impact on housing
prices in Pakistan. Before using ARDL, the initial
step is to run the process of unit root. If the condi-
tion is mixed order or “at level 1(0)” and “first dif-
ference I(1),” then the results of the ARDL model
will be accurate and supporting. But it failed in
the order of 1(2) (second difference of order). The
results of the unit root are given in Table 3.

The criteria of lag length

After examining the unit root process, the next
step is to use the method of ARDL to examine
the series’ long-term relationship. When using
the ARDL, one must choose the right lag length
for the bounds test. Furthermore, the ideal lag
length should be kept in mind when conduct-
ing policy analysis; an incorrect lag length can
influence the results and cannot be accepted. It
is necessary to ensure that the lag selection is
appropriate. The Akaike information criterion
(AIC) produces reliable outcomes and has excel-

lent performance. Table 4 summarizes the find-
ings. Lag 11 was found to be appropriate for the
sample.

The polynomial graph in Fig. 5 confirms an
acceptable lag selection with the help of VAR ap-
proach. All the blue dots in Fig. 5 are in the circle
that authorizes the lag 11, and estimations would
be adequate to obtain satisfactory results.

Approach to bound testing

The Akaike information criterion was employed
to choose the proper length of lags for the ARDL
approach in [27]. Table 5 summarizes the cur-
rent study findings on the basis of the ARDL
Bounds Test. When housing prices were set as a
dependent variable, the F-statistics were found
6.486870, which is larger than UCB at 1 and
5 percent significance levels. The results of the
bounds test confirm that there are cointegrat-
ing vectors, indicating the long-run connection
between housing prices and the monetary policy
rate in Pakistan.
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Table 4
The lag selection criteria by VAR

Lag LogL LR FPE AIC SC HO
0 -1075.84 NA 54895.11 22.26468 22.37086 22.30762
1 -502.874 1086.859 0.565387 10.78090 11.31177*7 10.99555
2 -469.71 60.17334 0.397579 10.42701 11.38257 10.81339*
3 -455.14 25.23429 0.411262 10.45650 11.83675 11.01460
4 -436.316 31.04944 0.391172 10.39827 12.20323 11.12811
5 -423.104 20.70402 0.419827 10.45575 12.68540 11.35731
6 -417.696 8.028061 0.532699 10.67415 13.32849 11.74743%
7 -404.017 19.17867 0.574554 10.72200 13.80104 11.96701
8 -371.614 42.75835 0.425389 10.38380 13.88753 11.80054
9 -355.329 20.14684 0.444344 10.37792 14.30634 11.96638
10 -343.89 13.20825 0.520279 10.47195 14.82507 12.23214
11 -289.792 58.00150* 0.257154* 9.686436" 14.46425 11.61835
Source: Developed by the author.
1.5
1.0 4
0.5
D.D — [ ] - = [ | i-
[ ]
-0.5 4
-1.0 -
-1.5 T T T T T
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5

Fig. 5. Inverse roots of AR

Source: Developed by the author.

Long-term and short-term analysis

After the confirmation of long-run cointegra-
tion between housing prices and monetary
policy, this study also examines short-run as-
sociation. The short-run and long-run results

characteristic polynomial

are shown in Tables 6, 7, and 8. All explanatory
factors were significantly affected by different
angles on housing prices for the long-run find-
ings (see Table 6). In the long run, the impact
of KIBOR, according to the outcomes show-
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Table 5
F-Bounds test

Test Statistic Value Signif. 1(0) (1)
F statistic 6.486870 10% 2.37 3.2
K 3 5% 2.79 3.67
2.5% 3.15 4.08
1% 3.65 4.66
Source: Developed by the author.
Table 6
Long-run results
Variable Coefficient Std. Error T-Statistic Prob.
EXR 0.50544 0.13486 3.747869 0.0005
INF 4.610777 0.68902 6.691759 0.0000
KIBOR -3.340232 1.02079 -3.27221 0.0020
C 6.703044 5.24497 1.277994 0.2073

Source: Developed by the author.

ing negative and highly significant impact on
housing prices, means that if the KIBOR rate
increases HP will decrease and vice versa. Fur-
thermore, a one percent increase in KIBOR will
reduce HP by —3.340232 percent. Likewise, EXR
and INF also have a highly significant and pos-
itive impact on housing prices. It is clear from
the following result that 1 percent change oc-
curring in EXR and INF will cause 0.505440
and 4.610777 percent increase in housing
prices.

The short-run results (Table 7) reveal that
monetary policy has a highly significant effect
on housing values. It is stated that, if a 1% change
occurs in KIBOR, that will cut housing prices by

—-0.598269 percent at lag 11. Meanwhile, the in-
fluence of monetary policy on housing prices is
negative and quite significant in the case of the
short run. The study shows that a 1% rise in the
KIBOR has resulted in —3.34022 percent decrease
in property values. The observed findings of the
current paper are similar to the previous study,
such as [6] in Pakistan and with general studies,
e.g., [21, 31].

According to the current study hypothesis and
the ARDL model, which has been tested for the
purpose of investigating co-integration, the R
square and adjusted R square values were found

to be 99%. These values indicate that the model
is well fitted and has a strong relationship.

The error correction term (ECT, ) is signifi-
cantly negative at 1%, indicating that the imbal-
ance can be corrected in the long-run with better
speed, even if the explanatory variables have any
prior-year shock (see Table 8).

We conducted a model stability test using a
combination of diagnostic tests, and the current
study’s findings show that the ARDL model passed
all the diagnostic tests. For the confirmation of
high order serial correlation, the study conducted
a serial correlation LM test, that validated the
ARDL model having no partial correlation or au-
tocorrelation (Table 9).

An unequal scatter of error term or residuals
occurs due to heteroscedasticity. According to
[32], the problem of heteroscedasticity occurs
in time series data when the dependent variable
series fluctuates significantly from beginning to
end. The residuals in ordinary least squares (OLS)
regression are assumed to come from a population
with homoscedasticity, or constant variance. The
outcomes of a regression analysis are difficult to
trust when heteroscedasticity is present. Hetero-
scedasticity is a natural occurrence in datasets
with a wide range of observed data values. The
current study also tests this issue through the
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Table 7
Short-run result

[Variable] [Coefficient] [St. Error] [t-Statistic] [Prob.*]
HP (-1) 1.264209 0.106974 11.81787 0.0000
HP (-3) -1.028812 0.197515 -5.208787 0.0000
HP (-4) 1.063256 0.204837 5.190728 0.0000
HP (-7) 0.566724 0.226407 2.503127 0.0157
HP (-10) -0.341078 0.156598 -2.178043 0.0342
HP (-11) 0.211173 0.087548 2.412089 0.0197
EXR (-3) -0.150245 0.061554 -2.440882 0.0183

EXR (-11) 0.1242 0.051959 2.390349 0.0207

INF -0.293544 0.100569 -2.918848 0.0053

INF (-11) -0.237523 0.108373 -2.191717 0.0332

KIBOR -0.969189 0.234792 -4.127861 0.0001
KIBOR (-3) -0.598269 0.273155 -2.190221 0.0333
KIBOR (-4) 0.579684 0.274094 2.114909 0.0395
KIBOR (-11) 0.50624 0.211442 2.39422 0.0205
C 0.825856 0.702025 1.176391 0.2451

R square 0.998204, Adjusted R square 0.996481

Source: Developed by the author.

Breusch-Pagen-Godfrey test and concludes that
there is no issue of hetero the observed value of
R-squared is 0.8205 in Table 10, which is greater
than 5 percent, and we reject HO.

Testing normality is a key step in data analysis.
Many statistical tools rely on the assumption
of normality. If the assumption is incorrect, the
study may need to switch to a different statistical
tool or methodology. The current study employs
several different normality tests. The normality
test tells us whether the sample data were taken
from a normally distributed population or not,
and it also checks whether the data set is well-
modeled by a normal distribution. According to
Table 11, the normality test, the data are normal,
and the probability value is more than 5%, so we
reject HO and accept H1. HO denotes that the data
are not normal.

Meanwhile, to evaluate the stability of the
long- and short-run parameters, this study used
two stability tests, CUSUMSQ and CUSUM (see
Fig. 6 and 7), these stability tests were proposed
by [33]. The blue lines of Fig. 6 and 7 are signifi-

cantly between critical borders at the level of 5%,
as shown in the graphs of both stability tests over
the period 2011M1-2020M6, indicating the ac-
curacy of long- and short-run characteristics that
influence housing prices.

6. Conclusions and recommendations
An effective financial system is essential to a
country’s economic growth and development.
Savings are turned into investments through
the financial system. It provides a safe environ-
ment for doing economic transactions while also
assisting in a seamless and timely manner. The
rapid increase in population is creating a dif-
ferent level of demand in any economy. A simi-
lar pattern can also be observed in demand for
housing, which has been found to be directly re-
lated to the increase in population and changes
in monetary policy.

Monetary policy has been a major tool at the
central bank’s disposal to stabilize demand. In
Pakistan, there has been a significant imbalance
between supply and demand in the housing mar-
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Table 8

The error correction model (ECM) results

[Variable] [Coefficient] [Std. Error] [t-Statistic] [Prob.]

D (HP (-1)) 0.387416 0.095486 4.057288 0.0002
D (HP (-2)) 0.384964 0.114435 3.364051 0.0015
D (HP (-3)) -0.64385 0.115737 -5.56302 0.0000
D (HP (-4)) 0.419408 0.111678 3.755516 0.0005
D (HP (-6)) -0.30499 0.122229 -2.49524 0.0160
D (HP (-7)) 0.261733 0.124512 2.102076 0.0407
D (HP (-10)) -0.21117 0.079347 -2.6614 0.0105
D (EXR (-1)) -0.09794 0.037128 -2.6378 0.0112
D (EXR (-3)) -0.16994 0.040822 -4.16298 0.0001
D (EXR (-5)) -0.08869 0.043089 -2.05834 0.0449
D (EXR (-7)) -0.09237 0.037821 -2.44231 0.0182
D (EXR (-8)) -0.13328 0.042175 -3.16018 0.0027
D (EXR (-10)) -0.1242 0.045016 -2.75903 0.0081
D (CPI) -0.29354 0.092374 -3.17777 0.0026

D (CPI (-1)) -0.65399 0.138326 -4.72791 0.0000
D (CPI (-2)) -0.49289 0.14296 -3.4477 0.0012
D (CPI (-3)) -0.5237 0.141263 -3.70726 0.0005
D (CPI (-4)) -0.3434 0.123647 -2.77721 0.0077
D (CPI (-5)) -0.43079 0.123931 -3.47601 0.0011
D (CPI (-6)) -0.25863 0.124725 -2.07359 0.0434
D (CPI (-7)) -0.28422 0.118564 -2.39717 0.0204
D (CPI (-10y) 0.237523 0.100446 2.364689 0.0221
D (KIBOR) -0.96919 0.206947 -4.68327 0.0000

D (KIBOR (-3)) -0.41535 0.21029 -1.97513 0.0539
D (KIBOR (-8)) -0.67318 0.217527 -3.09468 0.0033
D (KIBOR (-10)) -0.50624 0.194792 -2.59887 0.0123
Coint Eq (-1) * -0.12321 0.020801 -5.92301 0.0000

Source: Developed by the author.

63



Review of Business and Economics Studies

Table 9

Diagnostic tests: the serial correlation LM test

F-statistic 0.291297 Prob.F (2,47) 0.7486
Obs*R-squared 1.187652 Prob. Chi-Square (2) 0.5522

Source: Developed by the author.

Table 10
The heteroskedasticity test

F-statistic 0.673371 Prob. F (47,49) 0.9122
Obs*R-squared 38.06519 Prob. Chi-Square (47) 0.8205

Source: Developed by the author.

Table 11

Diagnostic tests: normality test

Mean 8.28e-6 Skewness 0.436528
Median -0.014149 Kurtosis 3.731487
Maximum 1.140859 Jarque-Bera 5.243250
Minimum -0.897990 Probability 0.072685
S.D.0.387469

Source: Developed by the author.
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---- 5% Significance

Fig. 6. The CUSUM Test

Source: Developed by the author.

ket. The current government, with an aim to boost
economic growth and provide employment, used
monetary policy, aka interest rates, to achieve its
twofold objective. This objective will also influ-
ence house prices. This study analyzes time series
data to study the influence of monetary policy on
housing prices in Pakistan.

We used monthly time series data from
2011M1 to 2020M12 obtained from different
websites, like housing prices data from zameen.

com, KIBOR (Karachi interbank offered rate)
from the State bank of Pakistan as a proxy for
monetary policy, the exchange rate from the
State bank of Pakistan and (CPI) the consumer
price index obtained from international mon-
etary funds. Based on the model identifica-
tion strategy, we used ARDL (Auto Regressive
Distributed Lag) method proposed by [26] to
examine the drivers of houses prices in Pa-
kistan. Before using the ARDL technique, we
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Fig. 7. The CUSUM Squares Test

Source: Developed by the author.

selected a proper lag length, which turned out
to be 11 months. Various diagnostic tests in-
dicated model stability with no autocorrela-
tion or structural breaks. After using the ARDL
bound test, we found that the F statistic value
is greater than upper critical bound (UCB) at
one and five percent of significance levels. Our
analysis found that the KIBOR rate negatively
affected house prices. Meaning that monetary
policy is affecting house prices, and contrac-
tionary policy rate negatively affects housing
prices, but a loose policy rate has a favorable
impact. The current study’s findings also match
those of prior studies, such as [2, 4, 6, 18, 25].

Inflation and exchange rates affected house
prices positively.

Recommendations. Apart from the authori-
ties’ decisions, there were strong expectations
for this sector to grow rapidly in the future. The
findings of the current study suggest that there
should be a well-structured, transparent, and
centralized framework, and that the central bank
should provide a separate platform where the
loans are being used for their intended use in
productive investment instead of dead invest-
ment (like property investment). This will lead
to higher employment and investment as well as
a reduction in housing prices.
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ABSTRACT

The aim of this paper is to assess the links or interfaces between poverty, livelihoods, institutions, and
sustainable community development through a literature review. To realize this objective, the study used
the Department for International Development’s (United Kingdom) Sustainable Livelihoods Approach as
an overarching theoretical foundation. A descriptive method of data analysis using secondary data and a
qualitative research approach were followed. The current state of the problem has been explored by means
of a deductive approach. The results of the conceptual analysis show that the interactions between poverty,
livelihoods, institutions, and community development are significant. The study also revealed that institutions
are crucial for the formation of livelihood possibilities and strategies for the poor and marginalized groups,
and they play a significant role in sustainable development. Existing empirical evidence demonstrates that
livelihood outcomes may be positive or negative based on vulnerability contexts, the nature of livelihood,
institutional frameworks, and livelihood strategies followed. The study concludes that institutional influence
is pivotal since it directly or indirectly affects the access to livelihood, determines livelihood strategies
and outcomes. Policymakers are therefore expected to consider and comprehend the relationship between
these notions before formulating policies, plans or programs to alleviate poverty and promote sustainable
development effectively.
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OPUTUHANBHAA CTATbA

UccnepoBaHue B3aMMOCBA3U MeXAY 6eaHOCTbIO,
CpeAcTBaMu K CyLLLeCTBOBAHUIO, UHCTUTYTaMMU

U YCTOMUYUBLIM pa3BUTUEM COOOLLECTB.
KoHuenTtyanbHblii aHanus

T.T. Aubuca
YHusepcuteT Bonnern, HekemTte, Sduronus
AHHOTALUA

LUenb 31Ol CTaTbM — OLLEHUTb 3aBUCMMOCTU U B3aUMOCBA3U Mexay 6elHOCTbI, CPeACTBAMM K CYLLeCTBOBA-
HWI0, 0OLLECTBEHHBIMU MHCTUTYTAMU U YCTOMUYMBLIM Pa3BUTHEM COOBLLECTBA C MOMOLLLI 0630pa HAY4YHON K-
Tepatypbl. [lng LOCTUXEHMS 3TOM LLeNIM B Ka4eCTBe TEOPeTUYEeCKOM OCHOBbI MCC/iefoBaHMs BbIOpaH NoAXo4,
MUHWUCTEPCTBA MeXAYHApOAHOro pa3sutust BennkobputaHumn K obecneyeHunto yCTOMUMBLIX CPEACTB K CyLecT-
BoBaHuto (Sustainable Livelihoods Approach). Pesynbratbl npeacrtaBneHbl C MOMOLLbIO ONUCATENbHOMO MeToaa
aHanM3a BTOPUYHbIX AAHHbIX M Ka4eCTBEHHOMO MCCIef0BaTeNbCKOro NOAX0AA. TeKyllee coCTosHMe npobnemsl
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6b110 MCCNeA0BaHO C UCNONb30BaHMEM AedyKTUBHOMO NoaxoAa. PesynbraTthl KOHLENTYanbHOrO aHann3a noka-
3bIBAOT, YTO B3aMMOCBA3M Mexay 6efHOCTbI0, CPefCTBaMM K CYLLECTBOBAHMIO, 06LWECTBEHHBIMU UHCTUTYTaMu
U pa3BUTMEM COODBLLECTBA SABNSIOTCS 3HAUYUTENbHBIMU. MicCneaoBaHMe Takxke NpoaeMOHCTPUPOBANO, YTO MHCTU-
TYLMOHANbHOE BAUSIHWE UIPAET BaXHYI pO/ib B YCTOMYMBOM Pa3BUTUM MpU GOPMUPOBAHUM BO3MOXKHOCTEWN
W CTpaTeruni nonyyYyeHns CpencTB K CyLWweCcTBOBaHMI0 AN 6eHbIX U MaprMHANM3MPOBAHHbBIX FPYMN HACENEeHUS.
CywecTBylowme sMnMpuyeckne faHHble CBUAETENLCTBYIOT O TOM, YTO pe3ynbTaTtbl NOAYYEHUS CPEACTB K Cy-
LWEeCTBOBAHUIO MOTYT ObITb MONOXMUTENBHBIMU MW OTPULLATENBHBIMKU B 3aBUCMMOCTU OT KOHTEKCTA YS3BUMO-
CTW, XapakTepa CPeaCTB K CYLLECTBOBAHMUIO, MHCTUTYLIMOHANbHbIX MOAXOA0B M CTpaTeruii obecneyeHns cpeacTs
K CyLL,ecTBOBaHMI0. B nccnenoBaHum coenaH BbIBOA, O TOM, YTO MHCTUTYLMOHANBHOE BAMSIHUE MMEET peluatoLlee
3HaYeHue, MOCKOJIbKY OHO MPSIMO MM KOCBEHHO BAIMSIET HA AOCTYN K CPEACTBAM K CYLLECTBOBAHUIO, ONpeaenseT
CTpaTernu u pesynbtaTbl 06ecneyeHns CpefcTBamm K CyLLEeCTBOBaHMIO. ABTOPbI MOAratkoT, YTO MONUTUYECKUE
LedTeNnun OCMbICNAT B3aMMOCBSA3b MEXY 3STUMM NOHATUSMU MpU pa3paboTKe NIaHOB MM NPOrpamMm Mo cokpa-
WweHuo 6efHOCTM U 3DPEKTUBHOMY COLENCTBUIO YCTOMYMBOMY Pa3BUTHIO.

Knrouesbie cnosa: 6eqHOCTb; CpeacTBa K CyLWeCTBOBAHMIO; MHCTUTYTbI; CTpaterMn obecneyeHns CpeacTs K cylle-
CTBOBAHMIO; pa3BUTHE COOBOLLECTBA; YCTOMUMBOE pa3BUTHE

Ans yumupoearus: fuouca T.T. UccnepoBaHue B3aMMOCBA3U MeXXay 6eAHOCTbIO, CpeACTBAMM K CYLLECTBOBAHMIO,
MHCTUTYTaMM U YCTOMYMBBLIM pasBUTUEM coob6LLecTB. KOHuenTyanbHbii aHanus. Review of Business and Economics

Studies. 2023;11(3):68-77.D0I: 10.26794/2308-944X-2023-11-3-68-77

1. Introduction

The conventional measure of poverty, which is
income, i.e., a consumption-based indicator, is
now diminishing as most scholars have come
to understand the multidimensional nature of
poverty. Researchers and development policy-
makers now recognize that poverty is beyond a
lack of financial resources but rather includes a
wide range of issues other than a lack of income,
such as vulnerability context, a lack of liveli-
hood assets, institutional influence, and other
dimensions of well-being [1]. In the capability
approach, as explained in [2], poverty is viewed
as the deprivation of the capability to generate
income, rather than as low income. The conven-
tional strategy to reduce poverty has been losing
ground to the sustainable livelihood approach
recently since it is thought to be too narrowly
focused [3]. As a result, an examination of the
interconnections between various attributes is
required.

In development studies, the concept of “live-
lihoods” has grown in complexity as a means to
conceptualize the entire range of economic ac-
tivities that impoverished and non-impoverished
people engage in [4]. The concept of livelihoods
is best explained within the notion of sustain-
able livelihood, which presents the possibility
of a comprehensive and integrated strategy for
reducing poverty. The sustainable livelihood ap-
proach draws attention to the intrinsic poten-
tial of people in terms of their knowledge, social
connections, access to materials and money, and

capacity to have an impact on key organizations
[5]- On the other hand, community development
is an attempt to initiate capacity building for im-
proving the institutional role, resilience power,
skills and knowledge, culture, social capital, etc.
of the society [6]. Therefore, in order to identify
important issues for the interface where an in-
tervention could be strategically important for
effective poverty reduction, it is crucial to analyze
how poverty, livelihood, institutions, and com-
munity development interrelate and influence
one another. This will help better understand the
complex and diverse processes through which
livelihoods are constructed.

This study contributes to depicting the junc-
tion between poverty, livelihoods, institutions
and community development for policy interven-
tion. Thus, it contributes to the current academic
literature by providing evidence regarding the
interface. Further, this paper provides evidence for
the pivotal role of institutions in guiding liveli-
hood outcomes (whether positive or negative). The
rest of the paper is structured as follows. Section
2 deals with methodology, Section 3 provides a
literature review, Section 4 presents results and
discussion, and Section 5 concludes the paper.

2. Methodology
This study adapted the Sustainable Livelihoods
Approach (SLA) as the overarching theoretical
framework (with a minor modification) that di-
rects the discussion on the relationship or inter-
faces between poverty, livelihoods, institutions,
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and community development. The theoretical
and empirical academic literature deemed perti-
nent to this study underwent a thorough assess-
ment. In order to accomplish its goal, this study
reviewed the concepts related to poverty, liveli-
hood, institutions, community growth, tools and
techniques. A descriptive analysis and qualita-
tive research approach were followed to depict
the interface. The descriptive design is employed
to describe how poverty, livelihoods, institutions,
and community development affect one another.

3. Literature review and conceptual
analysis

Concepts of Poverty

Despite its universality and the vast amount of
literature on it, there is no agreement among ex-
perts over the definition and method of measur-
ing poverty [7]. For instance, poverty is a word
used in three different ways in literature. The
first concept is applied to low-paid workers and
people out of work to reflect hardship, misery
and destitute conditions. The second refers to
incomes, wealth and real living standards of dif-
ferent kinds of people, although this concept
still may not measure what poverty is. The third
usage raises questions about inequality, exclu-
sion, discrimination, injustice and relative pov-
erty, which call for a new morality [8, 9].

Poverty can be described using multidimen-
sional approaches such as structural or institu-
tional, socio-cultural, political, and economic
aspects. According to [10], poverty can also be
described as deprivation of political power or
empowerment, access to resources (including
human and material), socio-cultural wellbeing,
as well as the quality of institutional structures.
Generally, poverty is the lack or loss of a sustain-
able livelihood. Different attempts were made to
identify methods of measuring poverty. Some of
these are income level, level of expenditure, and
quantity of caloric intake, termed “absolute pov-
erty measures”. Others are the quality of housing,
the value of assets, access to physical, financial,
social, natural and human capital, etc., which
are considered measures of relative poverty [11].

To understand poverty, the concept of a cer-
tain society’s socio-cultural wellbeing, tangible
and intangible resources and assets, as well as
institutional and political conditions, is required
[5]. Thus, poverty is not only the gaining of low or

insufficient income, but also a multi-dimensional
concept. It includes the deprivation of an individ-
ual or a group from economic, social, psychologi-
cal and political capabilities. This may manifest
in a lack of entitlements and access to a variety
of resources such as human, political, social or
natural capital, that enable individuals to satisfy
their basic needs [10]. The recent understanding
of the concept of poverty helps us understand that
well-being is not only about increased income.
Food insecurity, social inferiority, exclusion, a
lack of physical assets, and vulnerability are other
dimensions of poverty that need to be addressed
[1]. Factors such as access to assets and the in-
fluence of policies and institutions significantly
determine household poverty [12].

As explained by A. Sen [2], households or in-
dividuals are said to be poor when they fall into
deprivation of political power, access to livelihood
assets (including human and material), and socio-
cultural wellbeing. The value of goods and services
that are purchased, self-produced or gifted can be
expressed in terms of monetary value, which is an
income-based measurement of poverty. However,
poverty-line analysis ignored the dynamics of pov-
erty and failed to distinguish between temporary
and persistent poverty [13]. Reducing the number
of poor is a common global concern of governments,
international agencies and civil society. Though
effective ways to pursue the achievement of this
objective are debatable, current policies tend to
focus on enabling institutional environments rather
than direct initiatives to reduce poverty [14].

Due to the multifaceted character of poverty, a
comprehensive interdependent strategy that ad-
dresses both the symptoms and structural causes
of poverty is required [7]. There is a need to re-
search additional aspects, such as the influence of
institutional structures, that have both positive
and negative effects on the outcomes of liveli-
hood. It is necessary to determine how institutions
influence the livelihoods of the poor in order to
comprehend their situation. The participation of
the local community in the process of examining
their fate also contributes to our understanding
of the means of subsistence for the impoverished.
A detailed view of the relationship between live-
lihoods, poverty, and institutional influences, as
well as the outcomes of livelihoods that impact
people’s lives, is best explained by the Sustainable
Livelihoods Framework [6].
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Livelihood concepts

As discussed in [13], livelihood concepts are best
described within a sustainable livelihood frame-
work that was developed based on the recogni-
tion that “households construct their livelihoods
both on the basis of the assets which are avail-
able to them and within a broader socio-eco-
nomic and physical context underlined in recent
attempts to devise a graphic model of the factors
that need to be taken into account in analysis
and policy”.

Different people may define livelihood refer-
ring simply to making a living, supporting a fam-
ily, having job security, etc. However, the term
livelihood is as complex as human struggle for
survival. With the assistance of government, civil
society, and external organizations, the hidden
complexity behind the term got simplified as at-
tempts were made to help people whose means of
making a living were endangered. Through various
learning and experiences, different definitions
were given for the term. As cited in [4, 5], Robert
Chambers and Gordon Conway [15] for the first
time proposed the following broad definition of
a sustainable rural livelihood, which different
developmental agencies adopted in framing the
sustainable livelihood approach. The definition
is as follows:

A livelihood comprises the capabilities, assets
(stores, resources, claims and access) and activi-
ties required for a means of living. A livelihood is
sustainable when it can cope with and recover from
stress and shocks, maintain or enhance its capabili-
ties and assets, and provide sustainable livelihood
opportunities for the next generation; and which
contributes net benefits to other livelihoods at the
local and global levels and in the short and long term.

Although this definition can be applied to dif-
ferent hierarchical levels, the authors stressed that
it is most commonly used at the household level.
The Institute for Development Studies (IDS)! at
the University of Sussex, Brighton, UK, first pro-
posed a somewhat modified and more realistic
definition of a sustainable livelihood:

A livelihood comprises the capabilities, assets
(including both material and social resources) and
activities required for a means of living. A livelihood
is sustainable when it can cope with and recover
from stresses and shocks, maintain or enhance its

! URL: https://www.ids.ac.uk/

capabilities and assets, while not undermining the
natural resource base.

Sustainable Livelihood Approach

The perception of sustainable livelihood was
expanded when the United Nations Conference
on Environment and Development, held in 1992,
advocated the achievement of sustainable live-
lihoods as a broad goal for poverty eradication.
It underlined that sustainable livelihoods could
function as an integrating factor that allows
policies to address development, sustainable re-
source management, and poverty eradication at
the same time, mostly for rural development.

As illustrated by Krantz [5], the concept of
sustainable livelihood, derived from the general
definition of livelihood by Chambers and Conway
[15], was given a minor modification by IDS:

A livelihood is sustainable when it can cope with
and recover from stresses and shocks, maintain or
enhance its capabilities and assets, while not un-
dermining the natural resource base.

To become a recognized principle in develop-
ment collaboration, this definition also requires a
context-related interpretation of sustainability that
acknowledges the role of time, space, and culture,
since the concept of sustainability of livelihood goes
beyond the conventional definitions and approaches
to poverty eradication. This manifests that the live-
lihood is dynamic. The dynamism of livelihood de-
pends on environmental, social, economic, political
stresses, technological advancement, etc. Thus, the
sustainable livelihood approach aims at promoting
development that is suitable for not only ecologi-
cal but also for perfect positive outcomes through
social, economic and institutional engagements
[12]. However, the livelihood strategies adopted by
rural households may vary greatly based on initial
livelihood capital, leading to different outcomes in
terms of income growth and poverty alleviation [16].

Theoretical frameworks developed by differ-
ent agencies in order to better understand how
people develop and maintain livelihoods vary.
As mentioned above, this paper focuses on the
commonly accepted and widely used DFID? model

? Department for International Development (DFID).
Sustainable Livelihoods Guidance Sheets. London, UK,
1999. URL: https://www.livelihoodscentre.org/docu-
ments/114097690/114438878/Sustainable+livelihoo
ds+guidance+sheets.pdf/594e5ea6-99a9-2a4e-f288-
cbb4ae4bea8b?t=1569512091877 (accessed on 02.06.2023).
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(Department for International Development, UK),
which adapts a version of Chamber & Conway’s
definition of livelihoods. The framework is more
holistic in its approach and conceptualizes: vul-
nerability context, livelihood assets, a range of
institutions and processes, a choice of livelihood
strategies, and livelihood outcomes.

Although the framework does not intend to be
a perfect model of reality, it provides a systematic
arrangement to facilitate a broad and logical un-
derstanding of the different factors that constrain
or enhance livelihood opportunities, and to show
how they relate to each other. However, it may not
clearly define what exactly constitutes poverty
specifically and still needs further investigation [5].

For better applicability, different development
agencies like the United Nations Development
Program (UNDP), the international non-govern-
mental organization (CARE), and the British De-
partment for International Development (DFID)
used the concept of sustainable development with
certain simplifications. Out of these, the DFID’s
concept of sustainable livelihoods is the most
commonly acknowledged because of its goal of
eradicating poverty in poorer nations, which re-
ceived recognition after the publication of the
UK Government White Paper on International
Development in 1997. The IDS working paper pub-
lished in June 1998 also provided an analytical
framework for sustainable rural livelihoods [17].

Thus, the DFID’s definition of sustainable live-
lihood is in line with the one developed by IDS
and is a revised version of the original definition
structured by Chambers and Conway [15]:

A livelihood comprises the capabilities, assets
(including both material and social resources), and
activities required for a means of living. A livelihood
is sustainable when it can cope with and recover
from stresses and shocks and maintain or enhance
its capabilities and assets both now and in the future,
while not undermining the natural resource base.

For the convenience of this study, the paper
uses DFID’s core concepts of sustainable liveli-
hood approach to systematically understand the
nexus between poverty, livelihoods, institutions
and community development. Accordingly, the
core principles of DFID’s sustainable livelihood
approach include people-centered (responsive
and participatory), holistic (multi-level), part-
nership, sustainability, and dynamic approaches
[4]. The following framework (Fig. 1) shows the
DIFD’s sustainable livelihood framework, which
was derived in line with the IDS’s framework.

The illustration shows the interconnect-
ing network system of livelihoods, poverty, in-
stitutions, and community development. The
framework embraces vulnerability conditions
and trends, livelihood resources, process and
organizational structures, livelihood strategies
and outcomes as described below based on [4, 5].
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The vulnerability context refers to shocks,
seasonal changes and trends. Shocks include
natural disasters, wars, and economic down-
turns. Seasonal changes may affect the avail-
ability of resources, income-generating oppor-
tunities, and demand for certain products and
services. Trends include the nature of politics
and governance, technological advancement,
and the availability of natural resources.

Livelihood assets include both tangi-
ble (land, cash savings, live stocks, tools, food
stores) and intangible assets (claims and access).
Livelihood assets or capitals can be categorized
into five groups:

» Human capital — skills, knowledge, health
and ability to work.

« Social capital — social resources, including
informal networks, membership of formalized
groups and relationships of trust that facilitate
co-operation and economic opportunities.

» Natural capital — natural resources such as
land, soil, water, forests, etc.

e Physical capital — basic infrastructure,
such as roads, water and sanitation, schools, in-
formation and communication technology (ICT),
producer goods, etc.

» Financial capital — financial resources in-
cluding savings, credit, and income from em-
ployment, trade and remittances.

Institutions and organizations are social
linkages that bring stakeholders together to ac-
cess assets of different kinds, providing a means
of exercising power and the gateways to positive
or negative livelihood outcomes. Thus, institu-
tions mediate access to livelihood assets and, in
turn, influence the content of a range of livelihood
strategies. Institutions determine the encourage-
ment of individuals to invest in and get the skills
that lead to success and better well-being in the
long run [18]. Therefore, understanding institu-
tions and institutional processes is the input to
designing interventions that advance sustainable
livelihood outputs.

Livelihood strategies refer to the way in which
people access and use the assets explained above,
within certain social, economic, political and en-
vironmental contexts. This considers capital and
labor inputs, active choice to invest in diversifi-
cation, voluntary and involuntary movement of
people that may result in re-investment, respec-
tively. Livelihood strategies are a collection of

activities that people do to ensure their survival
and meet their basic needs [19]. Rural residents
pursue diversified activities (farm, off-farm, non-
farm and combination of all three) in their daily
struggle to make a living [20]).

Livelihood outcomes refer to the results of
all processes within the framework. They include
increased income (e.g., cash), improved well-being
(e.g., non-material goods, such as self-esteem,
health status, access to services, and a sense of
inclusion), decreased vulnerability (e.g., better
resilience through increased asset status), im-
proved food security (e.g., increased financial
capital to purchase food), and a more sustain-
able use of natural resources (e.g., appropriate
property rights).

Concepts of institution

D.C. North [21] describes institutions as the
“rules of the game” in a society. Institutions
embody power and form guides and stable
structures for whatever the daily life of human
interactions involves by reducing uncertainty.
Accordingly, institutions comprise manmade
formal and informal constraints that shape hu-
man interactions. Formal constraints include
constitutions, laws, and regulations governing
politics and economics, while informal con-
straints include conventions, customs, codes of
behavior, and conduct. Both formal and infor-
mal restrictions determine the encouragement
of human exchange in political, social, and eco-
nomic situations. Institutional (organizational)
efficiency depends on the capacity of enforce-
ment to punish for deviating from rules [18].

In most of the social science literature, the
distinction between institution and policy is not
clearly underlined. Conceptually, the two words
are used interchangeably. However, they do not
necessarily refer to the same meaning. Institu-
tions are comprehensive and serve a collective
purpose of complex norms, rules, customs and
behaviors. On the other hand, policies function
based on structured activities of an organization.
Thus, many institutions are organizations, but
many organizations are not institutions. Institu-
tions comprise any form of constraint that hu-
man beings devise to shape the human interface.
Institutions created or evolved over time, like
the constitution and common law. Institutional
frameworks influence the way organizations come
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into existence and how they evolve to achieve the
common objectives of institutional dimensions:
economic, social, and political aspects of human
life [22].

Community development concepts
By its definition, community development came
across having different concepts. For instance,
from the 1950s up to the early 1970s, commu-
nity development approach focused on poverty
alleviation at the community level largely on
top-down decision-making process within the
context of existing social and economic struc-
tures [23]. However, this approach has shortcom-
ings as it acts on behalf of the poor rather than
giving a chance to local people to participate
equally in decision-making. Thus, it was top-
down and bureaucratic, with goals at the nation-
al level. In recent times, however, the concept of
community development has been understood
as a bottom-up approach directly linked to de-
termining interventions based on the decisions
and priorities of local people themselves rather
than by outsiders [6]. Thus, by definition, com-
munity development involves work at the grass-
roots level, not focusing on the policy level only,
unlike the sustainable livelihood approach.
Community development involves empowering
a community by initiating capacity building in im-
proving institutional role, resilience power, skills
and knowledge, culture, social capital, etc. Com-
munity development was assumed as economic
development in earlier times. In fact, economic
development at the local level has been an ap-
proach for development strategies. This approach
recognizes the need for the interconnecting as-
sets, institutions, and strategies to achieve the
expected outcomes [6].

Theoretical and conceptual frameworks

As mentioned in the previous section, the sus-
tainable livelihood approach is the underpin-
ning theoretical framework for this review. The
Sustainable Livelihood Approach (SLA) is es-
sentially a method for understanding the live-
lihoods of those who are poor holistically to
create strategies for effective poverty interven-
tion. Therefore, in order to fully comprehend the
connections between livelihood access, assets,
context, and institutions, as well as their con-
sequences on individual, household, or commu-

nity asset accumulation, a livelihoods approach
to poverty and livelihood analysis is necessary
[16]. The following picture (Fig. 2) shows a sum-
marized conceptual framework for the review.

4. Results and discussion

A deep analysis of the literature shows that
understanding the linkages between poverty,
livelihoods, institutions, and community devel-
opment requires conceptualizing the notions
of vulnerability context, livelihood assets, in-
stitutions, livelihood strategies, and livelihood
outcomes [6]. Individual or group ability to ac-
cess and use assets is influenced by institutions,
processes and policies, either with a positive or
negative outcome. Livelihoods are formed with-
in political, economic and social contexts [5]. As
these contexts are interdependent, they create
new livelihood opportunities or obstacles that
determining one’s poverty status. Thus, there
is a remarkable linkage between institutions
and community development. As presented in
the framework (Fig. 2), livelihood strategies and
outcomes not only depend on access to liveli-
hood assets or are inhibited by the vulnerability
context; but they are also transformed by the
conditions of structures and processes, i.e., in-
stitutional influence.

Institutions exert profound influences on liveli-
hoods, because they help in the implementation
of policies and strategies, laws and regulations,
functioning social networks, coordinated utili-
zation of resources, promoting accountability,
etc. [22]. In the absence of effective institutions
and processes, policies may not function to bring
about the desired outcome [23]. On the contrary,
institutions may otherwise hinder livelihood sus-
tainability and poverty reduction if poorly framed.
The fate of a given society to be poor or rich can
be determined by its institutional constraints
and whether it responds to political and socio-
economic activities that encourage productivity
or not [24]. When we see that some organizations,
such as political parties, trade unions, business
associations, etc., are unproductive, it is important
to see if the institutional frameworks in which
they operate provide them with an incentive to be
unproductive. In the case of developing countries,
the institutional framework may not support ac-
tivities that promote productive activity but may
favor redistributive behavior. This may create
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monopolies rather than competitive conditions.
With this, institutions may affect the process of
wealth formation as well as converting that capital
into output. It is true that resilience is not always
necessarily positive. Damage to livelihoods is one
of the situations in which transformation may
become questionable [4].

Among the aspects of sustainable community
development, the central point is people. How to
plan for community development depends on pov-
erty levels, people’s capabilities and local knowl-
edge, and other livelihood assets, institutional
models, strategies adopted, etc. [25]. Community
development procedures tend to use realistic and
attainable participatory projects, which a group
of community members carry out themselves
through a series of successive learning experiences
based on vulnerability contexts, availability of
resources, nature of institutions and strategies to
achieve the desired outcomes. Such a process can
be seen as resilience-building strategies and calls
for the integration of livelihood strategies that,
in turn, form cohesion when positive outcomes
are achieved [26].

A.S. Carloni discussed sustainable livelihood
frameworks [6], illustrating both positive and
negative outcomes depending on influences and
access, institutional nature and livelihood strat-
egies. Accordingly, because of enabling policies,
institutions and processes, there would be a strong

livelihood base, which broadens livelihood options
and reduces vulnerability. This justifies the ap-
plication of sound and winning livelihood strate-
gies. Institutions, therefore, play a decisive role,
as shown in Fig. 2, enabling policies, institutions
and processes to result in resilient livelihoods and
create non-poor households and communities.
The positive outcomes of sustainable livelihood
strategies help the community gain access to as-
sets for making a living.

The livelihood outcome can be positive or
negative, as seen from the framework (Fig. 2).
Thus, attempts for local community develop-
ment may fall into either of the two categories
based on vulnerability context, assets, the nature
of institutional frameworks to form winning or
losing strategies to transform the community’s
livelihood. As posited by O. Serrat [27], one of
the key issues that the poor and vulnerable face
is that their livelihoods may be systematically
restricted or deprived unless the government
supports pro-poor policies that, in turn, influ-
ence legislation and even less formal processes.
Because of disenabling policies, institutions and
processes, there would be a much more limited
livelihood base, which limits livelihood options
and enhances vulnerability, as indicated by the
framework (see Fig. 2). Due to the inconvenient
nature of institutional frameworks, a lack of as-
sets to fall back on in an emergency allows shocks
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to occur. In turn, shocks contribute to negative
outcomes for livelihood and poverty [6].

Conclusion
This study depicts the interface between poverty,
livelihoods, institutions and community devel-
opment. Based on the sustainable livelihood ap-
proach, the study scrutinized the relationship
between them and found significant linkages.
Although it might be possible to identify the in-
terface using the DFID’s sustainable livelihood
framework, it is obviously difficult to understand
what constitutes the real cause of poverty that
needs further investigation. Above all, however,
the institutional role is more influential because
institutions fully mediate the function to access

livelihood assets and draw strategies to attain
the livelihood outcomes. Institutions decide the
fate of livelihood outcomes through the analysis
of their influence on access to livelihood assets.
They directly affect livelihood strategies by de-
termining which activity is right or wrong and
determine the livelihood outcomes as an indica-
tor of community development. In general, the
interface between livelihood, poverty, institu-
tions, and community development shows the
total combination of activities pursued by a giv-
en individual or group to make a living. As clear-
ly shown in the theoretical framework of this
study, well-managed livelihood strategies result
in sustainable community development. In con-
trast, the ill-managed ones result in poverty.
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ABSTRACT

This study aims to examine the impact of cross-border e-commerce on rural income in China. Economic
reforms in China since 1978 have led to the emancipation of approximately 700 million individuals from
poverty. Recent rural economic growth in China has been significantly influenced by the widespread adoption
of e-commerce, which is being hailed as a potent tool for reducing poverty in rural regions. Through
enhanced access to government services, banking facilities, healthcare, and other vital amenities, as well
as the provision of global market opportunities for goods and services, e-commerce exhibits the potential
to have a profound impact on poverty alleviation. The study leverages data from village-level surveys
conducted in rural areas. The analysis is conducted using the Structural Equation Modeling (SEM) model.
The findings indicate that cross-border e-commerce plays a pivotal role in boosting rural income levels,
enabling local communities to participate in international trade, and expanding their market presence. The
conclusions underscore the significance of e-commerce as a driving force in poverty alleviation initiatives
in rural China.
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OPUTUHANBHAA CTATbA

TpaHCrpaHUMyYHag 3NeKTPOHHAs TOProeBns
KaK cnocob cMaryeHmMa u cokpaiwieHusa 6egHocTH
Ha npumepe Kutaa

X. Kayaku6, ®. Xyai

LLIaHbAYHCKNIM YHMBEPCUTET GUHAHCOB M 3KOHOMUKM, LI3nHaHb, KuTai

AHHOTALIUA
Llenb aaHHOro MccnenoBaHns — U3yUYnTb BAMSHUE TPAHCTPAHUYHOW 3NEKTPOHHOM TOProB/M HA AOXOAb! CENbCKO-
ro Hacenenusa B Kutae. SkoHoMuyeckune pedopmsl, npooamMble B Kutae ¢ 1978 r., npueenn K 0cBo60XAEHMIO
OT HuwweTbl okosio 700 MaH Yyenosek. Ha 3KOHOMMYECKMI pOCT CeNbCKMX panoHoB Kutas B nocnegHee Bpems
CYLLECTBEHHOE BMSHME 0Ka3aso LUMPOKOE PacnpoCTpaHEHUE 3EKTPOHHOM KOMMEpPLUK, KOTOPYIO Ha3biBaOT
MOLLHbIM MHCTPYMEHTOM CHUXKEHWS YPOBHS BeHOCTM B CENbCKMX pernoHax. bnarogaps paclumpeHuio goctyna
K roCcyAapCTBEHHbIM CNyK6aM, BAHKOBCKUM yupexAeHWsM, 34PaBOOXPAHEHNIO U APYTUM XKU3HEHHO BaXKHbIM
ycnyram, a Takke npefoCcTaBAeHMI0 BO3MOXHOCTEW ANg cObITa TOBApOB W YC/IYT HAa MUPOBOM pblHKE, 3N1eK-
TPOHHAg KOMMepUuma cnocobHa okasaTb CyLLeCTBEHHOE BAMSHME Ha 60opbby ¢ 6egHocTbio. B nccnenoBaHum
MCNO/b30BaHbl AaHHbIE ONPOCOB HA YPOBHE AEPEBEHb, MPOBEAEHHbIX B CEbCKOM MECTHOCTU. AHANM3 BbINOA-
HeH C UCNONb30BaHWEM MOAENU CTPYKTYPHbIX ypaBHeHwui (SEM). MonyyeHHble pe3ynbTaTbl CBUAETENbCTBYHOT
0 TOM, YTO TPAHCrPaHUYHAS INEKTPOHHAS KOMMEPLMS UTPAET KJIYEBYHO POJ/b B NMOBbILEHWU YPOBHS AOXOL0B
CeNbCKOro HaceneHus, N03BOASAS MECTHbIM XXUTENAM Yy4aCTBOBATb B MEXAYHAPOAHOW TOProBae U paclimpas ux
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NPUCYTCTBUE Ha PbIHKE. BbiBoAbI ABTOPOB NOAYEPKMUBAKOT 3HAYEHME INEKTPOHHON KOMMEpPLIMM KaK OBUXKYLLEN
CUnbl NHALUMATUB NO 6opb6e C 6e4HOCTbIO B CENbCKMX pavoHax Kutas.
Knroueeble cni0ea: 3neKTpoOHHAs KOMMEPLMS; TPAHCIPAHUYHAa TOProBns; 6opb6a ¢ 6enHOCTbIO; mMoaenmMpoBaHue

CTPYKTYPHbIX ypaBHeHui; SEM-mopens; Kutai
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Introduction

China’s economic reforms of 1978 have ac-
celerated the nation’s economic growth to
the point where, by 2018, the gross domestic
product (GDP) per person in China had ex-
panded by 168 times, from 384 RMB1 in 1979
RMB to 65,644 RMB, according to the Bureau
of National Statistics. During this time, the
Chinese main economy grew at the fastest
rate in the world [1-3]. However, it has now
become apparent that this growth was un-
evenly distributed across the years. The na-
tion’s Gini coefficient2 grew from 0.30 in
1979 to 0.40 in 1995, to 0.50 in 2005, and to
0.55 in 2012 [2, 3].

People’s lives have been markedly improved
by ongoing economic development and social
welfare initiatives. Poverty reduction has been
significantly aided by social welfare policies [4,
5]. For instance, [2] discovered that the social
assistance system had lowered poverty levels
by 30% using the China Health and Nutrition
Surveys in 1989 and 2009 [2]. According to the
criteria for eradicating poverty, which is 2300
yuan per person, 700 million individuals have
escaped poverty [5, 6].

Despite the aforementioned measures, ac-
cording to the 2011-2020 China Rural Poverty
Alleviation and Development Outline, which was
published in 2011, 17.2% of the rural popula-
tion, or 166 million people, were still living in
poverty in 2010 [6]. However, by the end of 2016,
this figure had decreased to 43 million, or 4.5%
[4]. The literature claims that impediments to
China’s poverty alleviation system include a
lack of targeted initiatives, bad administration,
inadequate money, and a dearth of research and
assessment [3].

! RMB — the Renminbi is the official name of China’s currency.
The principal unit of RMB is called the Chinese Yuan (CNY).
URL: www.Investopedia.com

2 The Gini coefficient is an index for the degree of inequality in
the distribution of income or wealth.

E-commerce penetration in the rural economy
has increased recently due to the advancement
of information technology and the rising usage
of smartphones in rural regions. Cross-border
e-commerce is a straightforward method of earn-
ing more from information technology. It adjusts
to the needs of upgrading and transforming rural
industries. In doing so, it offers fresh impetus
for the revival of rural industries. Cross-border
e-commerce players’ “empowerment” in recent
years has also received significant attention [7,
8]. In the literature, cross-border e-commerce
was viewed as an effective instrument to help
people build modern commerce and agriculture.

E-commerce, in particular, facilitated the
growth of the value chain in agriculture and the
circulation of commodities [3-6]. E-commerce
allows its workforce to work from home, in con-
trast to traditional commerce, which requires
employees to be present at the workplace. For
individuals confined to rural regions owing to
either agricultural production or care obliga-
tions, it is a very accessible type of off-farm labor.
E-commerce has emerged as a possible source of
economic development for farmers in some rural
areas. E-commerce-based poverty alleviation
has emerged as a novel approach to the problem.

A number of studies have shown that cross-
border e-commerce has successfully established
online commodity exchanges and increased in-
comes for rural families [5-8].

China’s experience shows that cross-border e-
commerce is boosting farmers’ incomes. In 2018,
despite the county’s high poverty rate, online
retail sales were 69.79 billion yuan, up 36.4%
year-on-year. The advancement rate was 12.5%
higher than the internal online retail upgrade
rate and 7% higher than the overall online local
retail growth rate.

In 2018, cross-border e-commerce employed
more than 28 million people and assisted ap-
proximately three million “filed-on-card” low-
income households [9].
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In this study, the term “cross-border e-com-
merce” specifically refers to international trade
conducted through online platforms and trans-
actions between rural areas in China and other
countries. It involves the exchange of goods and
services across national borders, utilizing infor-
mation technology and e-commerce platforms to
facilitate economic activities. The focus of this
research is on examining whether cross-border
e-commerce, which encompasses international
trade activities, contributes significantly to rais-
ing the income of low-income rural families and
helps alleviate poverty in the region.

In rural locations, especially in impoverished
villages, access to information can raise revenue
[5, 8]. Theoretically, cross-border e-commerce
might help reduce poverty by bringing in new
sources of revenue.

Literature review

E-commerce in China

Three High (high additional value, high tech-
nical content, and high human capital con-
tent) and Three New (new commercial activi-
ties, new techniques, and new approaches) are
characteristics of e-commerce, with the ben-
efits of resource intensivism, ongoing transac-
tions, decreased costs, and market globaliza-
tion [6].

It is clear from the characteristics of the glo-
balization of the e-commerce market that cross-
border e-commerce, specifically transactions
subject to several customs frontiers, will become
a crucial part of global trade. Statistics show that
between 2008 and 2016, China’s share of cross-
border e-commerce accounting for the volume
of imports and exports climbed from 5% to 20%,
with a trend toward sustainable growth [6, 7].

In addition to favorable conditions for the
growth of cross-border e-commerce, such as
a mature e-commerce and service platform, a
gradual increase in related talent, and more
national policy support, there are also unfavora-
ble conditions, such as an inadequate logistics
system, a high frequency of low-value products,
and a miscellaneous category. Threats include
the RMB appreciation, increased transaction
friction, and high transaction risk [7].

The secret to ending poverty is raising knowl-
edge of progress and inspiring inner drive
through informational poverty alleviation among

farmers [10]. E-commerce offers a new way to
conduct targeted poverty alleviation that can
influence how poor people behave in the mar-
ket, boost their chances of starting their own
business, and completely employ them, boost
the chance for poverty-stricken individuals to
start businesses and find jobs, and fully realize
the potential for rural development [6].

According to [8], cross-border e-commerce has
three levels that can be used to reduce poverty:
boosting revenue, cutting costs, and empowering
farmers. Through three indirect channels — the
local business environment, local industries, and
the e-commerce environment — the topic of pov-
erty alleviation influences the target of poverty
alleviation. The two channels of information
and logistics, the three services of industrial,
talent, and enterprise, and the three guarantees
of planning, organizational, and assessment are
all required for poverty alleviation activity.

In 1984, the International Telecommunication
Union proposed that by building telecommunica-
tions infrastructure, poverty might be eradicated.
Information and communication technology was
utilized to promote poverty alleviation ideas at
the 2003 international conference on “informa-
tion and communication technology and poverty
reduction”.

The Millennium Declaration’s development
goal was confirmed at the two World Informa-
tion Society Summit conferences (in 2003 and
2005), which also emphasized the importance
of “unwaveringly endowing the ability to the
poor, especially the poor living in remote and
border areas, rural areas, and periphery urban
areas, and use information and communication
technology (ICT) to obtain information, in order
to reduce poverty.” According to [4], the use of
information and communication technology
has high impacts on employment possibilities,
poverty alleviation, and education. E-commerce
poverty alleviation can enhance conditions for
community information acquisition, gender
equality, employment opportunities, and health,
education, and human capital.

According to [11], inadequate market access,
a lack of human capital, and a lack of govern-
ment backing are the main reasons why ICT
and e-commerce are difficult to implement as
a practical framework for improving rural ar-
tisans’ livelihoods. According to their analysis

80

rbes.fa.ru



Cross-Border E-Commerce as a Way of Alleviating and Reducing Poverty: The Case of China

of 292 middle- and small-sized businesses in
Indonesia, [12] found that businesses with a high
acceptance of e-commerce earned more money.
The primary functions of these businesses were
marketing and procurement. They use e-com-
merce as their primary measure of income in
order to expand market boundaries, raise sales
volume, enhance external communication, pro-
mote company image, speed up manufacturing,
and increase labor force productivity.

In a 2016 study, C. Leong and S.L. Pan exam-
ined how institutional supporters, grassroots
leaders, e-retailers, e-supply chain partners, and
third-party e-commerce service providers use
ICT to create, expand, and update e-commerce
in the two villages of Suichang and Jinyun. It
is possible to draw the conclusion that the rise
of e-commerce was likely to lead to peasant
migration for employment or self-employment,
degradation of rural environments, and fierce
rivalry.

There is a lack of empirical analysis based
on e-commerce enterprises, so this paper fo-
cuses on the role and impact of cross-border
electronic commerce as a way of reducing or
eliminating poverty. Recent e-commerce poverty
alleviation research has mostly focused on the
current situation, the development advantages
of e-commerce, and the challenges.

Poverty reduction in China

China has significantly advanced in achieving
its objectives for eradicating poverty during
the past 40 years. Most rural households have
made slow but steady progress out of complete
poverty.

Rural poverty has decreased by 739.9 mil-
lion individuals under the existing poverty line
[13]. China has made substantial advancements
toward inclusive and sustainable growth that
reduces poverty, according to the World Bank.
Below is a detailed analysis of China’s outstand-
ing contributions to the fight against poverty.

China’s poor population peaked in 1978 at
roughly 250 million people. Low rural production
was the primary cause of widespread poverty.
Rural productivity has significantly increased as
a result of the reformulation of the fundamental
local systems of management and the commod-
ity system of circulation in pastoral areas. Both
agricultural output and farmer income have

grown rapidly. As a result, the number of rural
poor people has significantly dropped. The old,
small, border, and poor areas are typically where
the remaining people with low income live, as
shown in Fig. 1-3.

Without significant economic growth, it is
challenging for the impoverished residents in
those areas to effectively escape poverty. Since
1986, the Chinese government has launched
numerous large-scale initiatives to reduce rural
poverty. These initiatives formed 331 significant
national aid-the-poor counties and developed a
“county-level targeting” framework. Following
[14], the Chinese economy began a new phase of
rapid expansion. During this stage of economic
development, economic expansion became the
primary driver behind the reduction of poverty.
However, unbalanced regional development was
necessarily spurred by rapid economic growth,
and the underprivileged population continued
to congregate there.

To address these issues, China launched its
Alleviating Poverty Program (1994-2000) in
1994, making the supply of food and clothes to
the poor a priority. China now has 32 million
(relatively few) people living in extreme pov-
erty than it had seven years after the project’s
launch. Despite these outstanding successes, a
new problem has arisen: a significant portion
of the surviving poor is concentrated in rural
regions, which were unaffected by the earlier
counterpoverty initiatives.

The government responded to the new issue
by releasing the Chinese Rural Reduce Poverty
and Development Project (2001-2010), which
lifted the constraints on the use of the poverty
elimination fund and expanded coverage to im-
poverished individuals not residing in the official
poverty boundary counties.

The Plan for Development-Oriented Poverty
Alleviation for China’s Rural Areas (2011-2020)
was released by the government in 2011. The
southern Xinjiang region, Tibet, the Tibetan
region in four provinces, and the Outline for
Development-Oriented Poverty Alleviation for
China’s Rural Areas were chosen as the three
important areas for combating poverty.

The national information network for reduc-
ing poverty has a system for unified administra-
tion that the government started using in 2014
to identify the poorest communities.
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Fig. 1. National rural online retail sales, 2014-2018

Source: Chinese Ministry of Commerce, 2019.

M Proportion of retail sales (%) —&— Year-on-year growth rate (%)

56

413

125 120 qp2 95
) 32 3.1 17
K‘fp <2 r\d:ib <(¢'Z'r .;}? é\\{\(‘ﬂ (96\ egﬂ? ‘3\‘&' “.:}\EE?‘=1 Qé.‘ﬂ'
§ & & & &L & Q@°
& \‘9\5 \)&GQ o & 7 ,_FQ o

Fig. 2. 2018 retail sales percentage for agricultural items and yearly growth rate

Source: Chinese Ministry of Commerce, 2019.
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Fig. 3. Nationwide online sales from counties with extreme poverty
Source: Chinese Ministry of Commerce, 2019.
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Table 1
E-commerce in rural areas from 2014 to 2019

Number of demonstration
Year

Number of national poverty-

Proportion of national
poverty-stricken counties

counties stricken counties (%)
2014 56 14 25.00
2015 200 90 45.00
2016 240 158 65.83
2017 260 237 91.15
2018 260 238 91.54
2019 215 138 64.19

Source: China Electronic Commerce Report (2014-2019), Ministry of Commerce of China. URL: http://www.mofcom.gov.cn/

index.shtml

According to the 2010 poverty standard, 16.6
million more individuals lived in rural poverty
in 2018 than in 1985 (661.0 million), while the
prevalence of poverty decreased from 78.3% to
1.6%.

By the end of 2020, China should have com-
pletely eradicated extreme poverty.

E-commerce might now alleviate poverty in
three key ways. For the purpose of eradicating
poverty through e-commerce, which has grown
quickly in urban areas and expanded to rural
regions in certain impoverished zones, infra-
structure and business models are ready.

The agricultural products from the targeted
areas of severe poverty can be standardized by
e-commerce platforms, which can subsequently
convert them into in-demand purchases. This
contributes to the resolution of poverty issues
that are concentrated in particular locations.

The idea of development-oriented poverty
reduction is the foundation of the new approach
to fighting poverty, which aims to switch from
“blood transfusion” to “hematopoiesis.”

Thus, e-commerce is viewed as a modern sec-
tor that may foster human capital and stimulate
hematopoiesis.

E-commerce as a toolset to fight poverty

Cross-border e-commerce has been encour-
aged by the Chinese government as a key tool
for reducing poverty. Cross-border e-commerce
has recently pushed the rural industrial value

chain forward. The best route for the distri-
bution of rural goods is e-commerce. As was
mentioned, cross-border e-commerce gives
residents in those areas access to new career
opportunities. Poor counties are the main geo-
graphic areas supported by e-commerce pov-
erty alleviation, according to numerous policy
documents. Since the National Rural E-com-
merce Comprehensive Demonstration Project
(NRECDP) was jointly launched by the Min-
istries of Finance and Commerce in 2014, 875
counties in impoverished states are NRECDP
member counties. The NRECDP will be imple-
mented in all state-level impoverished coun-
ties by 2019.

The NRECDP initially focused on salling
agricultural goods. The potential role of online
shopping in eradicating poverty was not men-
tioned expressly. However, the project’s pilot
stage resulted in the development of a local
e-commerce infrastructure and enhancement of
service. A number of cross-border e-commerce
executives received training in the NRECDP
regions. Legislation governing the NRECDP
was established in 2016 by the State Council
Leading Group Directorate of Development and
Poverty Alleviation, the Ministers of Finance
and Commerce, as well as other ministries. Ac-
cording to this rule, at least 50 percent of the
areas that are registered must be those that
fall under the category of being nationally
destitute.
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The integrated e-commerce demonstration
project in rural regions from 2014 to 2019 is
shown in Table 1. Since 2017, financing for cross-
border e-commerce has steadily increased.

A particular demand by governments at the
local level that are being asked to “promote the
rise of cross-border e-commerce”. That was writ-
ten in 2017’s No. 1 Central Document, which
prompted the creation of e-commerce business
parks in nearby towns.

The goal of the program is to increase rural
families’ power to create e-commerce, according
to papers published in 2018 by the Ministry of
Finance, the State Council’s Poverty Alleviation
Office, and the Ministries of Commerce and
Finance. Transferring funds from the central
government will benefit all areas, especially
those that are very impoverished. Increasing the
marketing channels for rural goods and enticing
more rural inhabitants to engage in cross-border
e-commerce are two more targeted initiatives
that assist impoverished communities in using
the potential of their resource endowment. For
communities extremely stricken by poverty, e-
commerce service coverage level must achieve
more than 50% as one of NRECDP’s quanti-
fiable goals. To do this, general administra-
tive villages are also necessary. The Ministry
of Finance would provide 20 million CNY to
each county participating in the NRECDP. The
transfer payment should go toward particular
initiatives that advance rural e-commerce, such
as upgrading the local public utility system,
expanding rural product marketing, and train-
ing the workforce participating in international
e-commerce.

The NRECDP promotes the production, grad-
ing, packaging, and advertising of rural products
to move them into metropolitan areas. NRECDP
advertises public service facilities and online
stores. By concentrating on logistics, training,
and measures for combating poverty in rural re-
gions, the clustering effect may be realized. With
assistance from the NRECDP, farmers would re-
ceive training in order to engage in e-commerce.

The following are some ways in which e-
commerce helps to reduce poverty, according
to a text analysis of official documents. First,
e-commerce is a powerful instrument in the fight
against poverty. Rural products can be produced
and sold in underdeveloped regions by overcom-

ing spatial barriers that prevent conventional
agricultural products from being uplinked.

The government is also becoming more
aware of how e-commerce may be used as a
new tool for public services such as healthcare
and education in rural areas. E-commerce is
expected to change the focus of poverty reduc-
tion from the distribution of goods to social
and livelihood services. Additionally, it is be-
lieved that e-commerce poverty alleviation is
a crucial component of the nation’s “Internet
Plus” initiative.

China’s “Internet Plus” service has estab-
lished a reputation in urban areas. E-commerce
should provide rural citizens, especially the dis-
advantaged ones, with more leverage. “Make it
feasible for the rural poor to benefit from the
“digital dividend” and lifestyle comforts sup-
plied by the internet” is an objective of the e-
commerce poverty alleviation plan. Last but not
least, e-commerce may help fight poverty by
upgrading agricultural and rural regions.

The expansion of the information infrastruc-
ture into China’s vast rural areas is an essential
component of the attempt to reduce poverty
through e-commerce, since doing so will help
provide the groundwork for the country’s broad
adoption of advanced information technology.

Methodology, conceptual model,

and research hypotheses
The hypothetical-deductive technique was
employed, which entails building a systematic
relationship between the theoretical corpus
of concepts and the observable reality in the
field via indicators to determine the causal re-
lationships between the various ideas. In other
words, the approach includes associating each
concept with measurement items capable of
operationalizing the conceptual changes seen
in reality. As a result of these findings, we cre-
ated a conceptual model (see Fig. 4) that links
cross-border e-commerce with the reduction of
poverty [13, 15].

Recently, the “empowerment” of participants
in cross-border e-commerce has received much
attention [13, 14, 17]. In this literature, cross-
border e-commerce has been seen as a useful
tool for assisting people in establishing modern
agriculture and trade.
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Fig. 4. Research Model

Source: Developed by the authors.

The expansion of the agricultural value chain
and commodity circulation was made possible
in part by e-commerce [8, 16, 19, 20]. Unlike
traditional commerce, where personnel must
be present in shops, e-commerce permits its
workforce to work from home. For people who
are forced to live in rural areas because of ag-
ricultural production or care duties, it is a very
accessible type of off-farm labor. E-commerce
has emerged as a possible source of revenue
development in some rural communities. E-com-
merce-based poverty alleviation has emerged as
a novel approach to the problem.

The study’s hypotheses were established in
the following way:

H1: Cross-border e-commerce contributes
positively to poverty reduction.

H2: Online services, customer service and
rural e-commerce help alleviate poverty.

Modeling and results discussion

Analysis of the data

By completing an empirical investigation with
a sample of villages within our resources using
a questionnaire survey, causal links are con-
firmed. Eleven villages’ residents participated
in the study in person. The subjects comprised
both farmers and those working for small com-
panies. Although we conducted in-person in-
terviews with every subject who was accessible,
not all members of the population were able to
participate for various reasons. Approximately
55% of the population, or 62 people, were suc-
cessfully interviewed by us. The study gathered
data on participants’ work skills, family income,
and spending in 2020 and 2022 to provide a
comparative method for assessing changes
before and after working with cross-border e-

commerce, in addition to details on their age,
gender, marital status, and level of education.

T-tests were employed to examine how work
skills, income, and expenditure changed before
and after the CP platform was established. using
the Consumer Price Index (CPI) as a measure of
inflation. Due to the small sample size, multiple
regression analysis was not performed. Further
studies must be conducted with a larger, more
representative sample from each of the four
counties. The analyses were performed using
SmartPLS Software 4.0.

To assess the study model and offer support
for the research topic, extrapolation of the survey
sample data was performed. A graphical rep-
resentation of the complete model’s measure-
ment system serves as the foundation for the
model specification. At this stage, the model’s
numerous components are specified along with
their connections, as shown in the picture below
(Fig. 5).

The evaluation of the order requirement
by the number of degrees of freedom must be
greater than zero, according to [16]. Our model
successfully validates the order requirement,
and the degree of freedom is positive (dll = 62).

The estimate of the model on all statistical
units using the PLS technique, in this example,
62 Chinese villagers. The figure below was cre-
ated in this manner.

With the exception of the items connected to
rural e-commerce and customer service, which
had comparatively insufficient correlation co-
efficients, we found that the measuring scales
had a variety of correlation coefficients in the
model estimate.

A crucial phase in the methodological modeling
approach is the assessment of the quality of the
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model modification. Since the indices’ values are
above the threshold values necessary for accept-
able adjustment quality, the findings demonstrate
a very successful model adjustment in this respect.
It should be emphasized that, at present, Cron-
bach’s alpha and Dillon-rho Goldstein’s must both
be greater than or equal to 0.07 in order for the
construct to be considered reliable and legitimate.

Composite reliability is the examination of
the correlations between the items and their
latent variables. As previously mentioned, g must
be greater than 0.7. Additionally, each latent

variable must have a stronger relationship with
its indicators than with the other latent variables
in the model in order for discriminant validity
to be achieved. This suggests that each latent
variable’s extracted average variance (AVE) must
be greater than 0.5. These findings will enable
us to offer specific solutions to the issues raised
throughout the debatable talks.

Discussion of the results
Information on the effects of each aspect of
inflation and family income is provided by
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Table 2
Reliability and construct validity

. . Alpha Reliability Average variance
Dimensions of Cronbach Rho_A composite extracted (AVE)
Cross border 0.910 0.920 0.925 0.586
e-commerce
Inflation 0.962 0.981 0.973 0.900
Family income 0.694 0.704 0.813 0.522

Source: SmartPLS 3.

the modeling results. According to this the-
ory, cross-border e-commerce significantly
and favorably adds to the higher end of both
inflation and family income, with coefficients
of 0.815 and 0.626, respectively. In this way,
we can support our two study hypotheses, H1
(cross-border e-commerce helps to reduce
poverty) and H2 (online services, customer
service and rural e-commerce help alleviate
poverty).

This conclusion can be supported by the Chi-
nese government’s national objective to reduce
regional poverty overall by 2020. As a result,
China has deployed an enormous number of vari-
ous social innovations to provide efficient and
long-lasting solutions to the ongoing poverty
on the rural side that we witness.

Depending on the circumstances and resourc-
es in diverse locations stricken by poverty, one
potential path would be to build market-oriented
enterprises that specifically tackle the causes of
poverty. It is necessary to create and enforce the
work of businesses in assisting counter-poverty
initiatives through digitalization in light of the
significant role that cross-border e-commerce
played in the current study. Capital and techno-
logical advantages of businesses can be used in
market-based attempts to reduce poverty.

Conclusion
Studies that examine the broader effects of
e-commerce on decreasing poverty are few
and far between. This study fills a gap in the
literature by investigating how international
e-commerce affects the income of poor popu-
lations. For data at the village level gathered
by Chinese provinces, townships, and autono-

mous areas, we used cross-sectional analysis.
To account for any potential sample bias aris-
ing from both observed and unobserved vari-
ables, the SEM model was applied.

To the best of the authors’ knowledge, this
study is the first to employ village-level data to
establish a statistical link between cross-border
e-commerce and family income. In addition, it
is extensive, original, and well-researched. Our
research shows that global e-commerce signifi-
cantly boosts individual income.

In addition, in communities with relative
poverty, this influence is U-shaped inverted.

We concluded that global e-commerce may
really boost rural development and income.

Giving low-income communities the resourc-
es, they need to keep growing is the most effec-
tive way to combat poverty. Through e-commerce,
particularly the skill training opportunities
sometimes provided by government-sponsored
e-commerce businesses, certain underprivileged
people are granted additional power.

Our field study revealed that e-commerce
professional skills training helps boost rev-
enue. E-commerce might be used in conjunction
with other strategies for reducing poverty and
providing intellectual assistance. E-commerce
poverty alleviation would make it possible for
underprivileged individuals to access knowledge
online, allowing underprivileged families to
“open their vision” and “absorb more under-
standing”. This type of “vision” and “under-
standing” immediately influences the initiative
of the impoverished to end their poverty. Some
impoverished people are now able to actively
participate in contemporary society and ben-
efit from modernity thanks to the expansion
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of e-commerce into rural regions. E-commerce
can effectively disseminate anti-poverty stories
online, which might foster a societal climate of
concern for underdeveloped regions.

Our study has significant policy implications.
First, recent e-commerce investments have been
essential for increasing income and lowering
poverty. Increasing access to both hard (the in-
ternet) and soft (education) infrastructure in
undeveloped areas should be the aim of policy
design. Bringing digital technology and busi-
ness models to poor nations will be the focus of
future initiatives to eliminate poverty through
e-commerce.

Along with the employment of e-commerce
in rural production and administration, the
digitalization of all business organizations must
be accelerated. To achieve the resuscitation of
rural talent on the e-commerce platform, hu-
man resources may be reinforced. In places of
poverty, information infrastructure must be es-
tablished. Projects to speed up the network and
lower fees should be modified to better serve
the poorer communities. Rural regions should
see the rollout of the 5G network earlier than
expected. There should be more e-commerce
establishments in impoverished regions. These
channels ought to incorporate multiple forms
of social capital, including express, logistics,
commerce, and finance.

On the internet, successful and inspiring ex-
amples of eradicating poverty in rural regions
may be shared.

The development of regional brands may
place a special emphasis on e-commerce. In
conclusion, the “digital dividend” would only
enhance rural income if the digital gap were
closed.

Mitigations and solutions

to the e-commerce poverty alleviation
problem

Infrastructure requirements exist for cross-
border e-information commerce’s communi-
cation, transportation, and other components.
If governments in areas of extreme poverty
want to properly use e-role commerce’s to
decrease poverty, they must aggressively im-
prove e-commerce infrastructure and further
increase investment in Internet infrastructure
construction. The authority is required to ac-

tively develop e-commerce services at the town
(city), municipality, and village levels, use the
Internet, set up an online shop for e-commerce,
and help e-commerce businesses negotiate
deals to provide food to undeveloped areas.
The government must also look at the last-kil-
ometer issue of rural logistics and distribution
and find a solution.

Promote the impact of agricultural goods
on brands

The authorities of underdeveloped areas must
openly encourage the growth of unique and
favorable industry sectors in rural communi-
ties, expand the scope of the advancement
of beneficial industries, establish a quantity
of advantageous manufacturing bases, and
move toward specialization, refinement, and
uniformity. The state should also continue
supporting local brand businesses like “geo-
graphical indication goods” and boost the at-
tractiveness of agricultural goods. Additionally,
it must improve brand development, packaging,
the consumer experience, and tracing systems
for online items.

Educating e-commerce industry leaders
The growth of local e-commerce has recently
benefited from the increasing number of young
individuals who have relocated from cities to
establish enterprises.

Poverty-relief agencies in impoverished com-
munities should establish training programs for
e-commerce professionals in the neighborhood
and actively promote e-commerce businesses,
professionals, management firms, and intermedi-
ate organizations. E-commerce business offering
can be created in this way to offer unrestricted
e-commerce technical training skills and en-
trepreneurial coaching for reworked migrant
peasantworkers, town authorities with college
educations, rich and powerful commanders for
youths, and underemployed people with money
troubles.

Enlarge the e-commerce development
sector

Local groups working to reduce poverty should
actively encourage the comprehensive inte-
gration of regional environmental recreation,
tourism, and agro-based traceability by making
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full use of the advantages of modern informa-
tion technology.

Visitors who partake in “country tourism” in
impoverished places where the conditions are
favorable for planting, breeding, and processing
areas could feel the allure of “unique ecological
agricultural commodities.” Using the strategy of

“Net + e-commerce + tourist,” we will encourage
the improvement and transformation of tourism
activity in rural areas, including happy farm-

houses, wonderful countryside, scenic county
places, etc.

We will establish a multitude of organizations
based on blood, family, and rural kinship in the
interim. Who doesn’t believe my hometown is
fantastic? should be a strong breakthrough that
inspires additional migrant peasant-workers
and university students to start businesses, as
well as more rural youth to actively participate
in mobile data business.
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