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ABSTRACT

This study provides a theoretical analysis of the use and application of artificial intelligence (Al) in the
energy sector as it relates to climate security. The object of the study is energy and climate security as
types of economic activity and social activity. The subject of the research is artificial intelligence in relation
to the object area of research. The purpose of the study is to create a sound scientific basis for the use of
artificial intelligence in the energy sector, as well as to identify emerging problems in the formation of a
science-based approach to climate policy development. The authors’ research includes three interrelated
research methodologies: topic modeling, text mining as part of qualitative analysis and object modeling as
part of the systematization of results that are adequate to the subject area of the study and correspond to
their reality; in addition, the authors supplemented the quantitative results with a theoretical and heuristic
analysis of the scientific results of other researchers. The concept of parametric optimization (PO) is used
as an effective method for solving the applied problem of testing the hypothesis of managing energy costs
and energy efficiency based on Al in order to achieve optimal performance of the technical system and
compliance with the Sustainable Development Goals (SDGs) in the field of climate security. The study’s
findings suggest that Al is becoming fundamental to the development of a modern energy sector based on
data and complex relationships and provides tools to improve technical system performance and efficiency
in the face of sanctions restrictions. The authors conclude that the truth of the hypothesis has been proven:
the use of Al as a control feedback loop at a technical facility for purification and energy generation is a more
cost-effective and technically optimal alternative to a “live” operator, which will eliminate the human error
factor. In this regard, the energy industry, utilities, grid operators and independent power producers must pay

special attention to the introduction of Al technologies into existing technical systems.
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OPUTUHANDBHAA CTATbA

Ucnonb3oBaHMe TeXHONOMMiM UCKYCCTBEHHOIO
UHTENNIEeKTa B SHEepreTMke U KJIMMaTU4eCcKoum
6e3onacHocTH

A.U.Tynuer?, A. Mamepos?, K. U6parumnn®
2 MeXayHapoaHbIA UHCTUTYT 3HEPreTUYECKOM NOAUTUKK U AUNIOMATUM
MI'MMO-YHuBepcuteT, MockBa, Poccus; P EBponeiickas azepbaiaxaHckas wkona, baky, AsepbaiigyaH

AHHOTALUMUA
HacTosuee nccnenoBaHve NoCBSLLEHO TEOPETUHECKOMY aHaNM3Y UCMONb30BAHMS U MPUKNAAHOIO NPUMEHEHUS
MCKYCCTBEHHOTO MHTennekTa (M) B aHepreTMyeckoM CeKTope B NMPUIOXKEHUM K KIMMaTM4eCcKon 6e3onacHocTy.
O6bLEKTOM UCCNef0BaHUSA BbICTYNAET 3HEPreTMKa U KanMaTmyeckas 6€30nacHOCTb Kak BUbl 3KOHOMMWYECKOM
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LeaTenbHOCTM U 06LWeCTBEHHOW akTMBHOCTU. [[peamMeToM uccnenoBaHus SBASETCS UCKYCCTBEHHbIA UHTENNEKT
npuUMeHuTeNbHO K 06bekTHOM 0bnacTu uccnepnosaHus. Lenb uccnepoBanua — cosgaHne 060CHOBAHHbIX Hay4-
HbIX OCHOBAHMI 419 UCMOb30BaHUSA UCKYCCTBEHHOTO MHTENEKTA B SHEPreTUKe, a TAaKXKe BbISIBIEHWUS BO3HUKA-
towmx npobnem B GopMMpPOBaHUM HAY4YHO 0OOCHOBAHHOIO NOAX0AA K pa3paboTke KAMMATUYECKON MONUTUKM.
MccnepoBaHme aBTOPOB BKAKOYAET TPU B3aMMOCBSA3aHHbIX METOAOMOMMU UCC/IELOBAHUS: TEMATUYECKOe Moae-
NNPOBAHUWE, UHTENNEKTYa NbHbIM aHaNM3 TEKCTA B paMKax KAaYeCcTBEHHOrO aHann3a M 0O6beKTHOe MOLEeNMPOBaHME
B paMKax CMCTeMaTM3aLuu pe3ynbTaToB, aAeKBaTHbIX MPeaMEeTHOM 061acTM UCCNef0BaHUs U COOTBETCTBUS MX
pencreutenbHocTU. Kpome TOro, aBTopbl 4OMOAHUAM KOMYECTBEHHbIE pe3yNbTaTbl TEOPETUKO-IBPUCTUHECKUM
aHaNM30M HayuYHbIX pe3ynbTaToB APYrMx uccnenosatenen. Mcnonb3syetcs KoHUenuus napameTpuyeckom on-
Tumm3saumuu (M0) B kavecTBe 3G PEKTUBHOIrO MeToAa A9 pelweHns NPUKIALHON 3a4a4M MPOBEPKMU TMMOTE3b
yrnpaBaeHus 3Hepro3aTpaTamMmu 1 3HeprodPheKTMBHOCTLIO Ha 0CHOBe MW € Lenblo [OCTMXKEHUS ONMTUMAbHbIX
nokasaTesiel paboTbl TEXHUYECKOW CUCTEMbI M COOTBETCTBMSA LLENIM yctoiumoro passutusa (LLYP) B obnactm
KnumaTtuyeckom b6esonacHocTu. Pesynbrarbl uccnenoBaHua CBUAETENLCTBYIOT O TOM, 4To MM CTaHOBMTCS OCHO-
BOMonarawwmM GakTopom Ans pa3BUTUS COBPEMEHHOIO IHEPreTMYeCKOro CeKTopa, 0CHOBAHHOMO Ha AAHHbIX
M CNIOXKHbIX B3aMMOCBA3SX M MPenoCTaBAsSeT MHCTPYMEHTbI 415 MOBbIWEHUS NPOM3BOAUTENIBHOCTM TEXHUYE-
CKMX cUCTeM U 3DHEKTUBHOCTU B YCIOBUAX CAHKLMOHHbIX OrpaHuyeHuii. JlokasaHa MCTUHHOCTb TMMNOTe3bl, YTO
ncnonb3zoBaHme MM B kauecTse ynpaBnsatowWwero KOHTypa 06paTHOM CBA3M HA TEXHUYECKOM 0OBbEKTE OUMCTKM
W reHepaLuu aHeprum aensetcs bonee sKOHOMUYECKM IODEKTUBHOM U TEXHUYECKM ONTUMANIbHOM aNibTepHATH-
BOM «KMBOMY» ONnepaTopy, YTO NO3BOMT UCKIOUMTb YenioBeYecknin akTop ownbKK. B cBS3M € 3TM 3Hepre-
TUYeCcKas 0Tpac/ib, KOMMYHaslbHble NPeAnpUITUS, ONepaTopbl SHEPrOCUCTEM U HE3aBUCKMMbIE NPOU3BOAUTENN
3N1eKTPO3HEePrMn AOMKHbI yaensaTb 0coboe BHMMaHWe BHeApeHWo TexHonornin MM B cyllectsytolime TexHuye-
CKMe CUCTEMBI.

Knioyeswie cnoea: NCKYCCTBEHHbIN MHTENNEKT; 3HEPro3PPEKTUBHOCTb; 3e1eHas 3KOHOMMKA; SHeprocbepexe-
HWe; KOHTYp 0OpPaTHOM CBA3W; MHTENNEKTYaNbHbIM aNroOpuUTM; ONTUMM3ALMS; KIMMaTMYeckas 6e30nacHoCTb;
3HepreTMYecKni cekTop

Ans yumupoearus: Guliev A.l., Mammadov A., Ibrahimli K. The use of artificial intelligence technologies in
energy and climate security. Review of Business and Economics Studies. 2024;12(4): XX-XX. DOI: 10.26794/2308-
944X-2024-12-4-58-71

Introduction

The energy sector is undergoing fundamental
changes due to the adoption of digital technol-
ogies, with artificial intelligence (AI) playing a
pivotal role. The use of Al enables the integra-
tion of energy production, consumption, and
renewable sources, allowing for autonomous
energy system management through intelligent
algorithms that optimize decision-making and
operational processes. In the context of rapidly
advancing information technologies, Al, and
data analytics, regulatory authorities face the
challenge of promptly and effectively approv-
ing new services and products. This requires
informed and adaptive interaction while ad-
dressing issues of client safety, confidentiality,
and information security. Climate change rep-
resents one of the most significant challenges
for modern society, yet it often takes a backseat
in political agendas, overshadowed by more
immediate and pressing issues that align with
current political priorities.

This research focuses on three main aspects
of energy and climate security:

1. The use of Al in renewable electricity pro-
duction.

2. The application of Al for managing circular
processes in energy supply and energy savings.

3. Recent advancements in Al technologies for
utilizing human-generated waste and byproducts
to produce clean energy.

This paper presents an overview of the chal-
lenges associated with using Al in energy and
climate change, emphasizing the applied nature
of Al implementation in a technical facility. A
scientific hypothesis is proposed: employing Al
as a feedback control loop in a technical facility
for energy purification and generation is a more
cost-effective and technically optimal alternative
to a “human” operator, eliminating the human
factor.

Theoretical and practical significance of the
research lies in the novel applied formulation of
the problem of Al usage in the context of energy
system design, the use of empirical performance
evaluation strategies for parameter search al-
gorithms, the development and assessment of
new software implementation algorithms, and
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the demonstration of Al’s application in solving
specific design problems in technical and energy
systems, contributing to the achievement of sus-
tainable development goals in climate security.

Literature review

At present, extensive applied research on the
impact of artificial intelligence (AI) and deep
learning (DL) on the process and efficiency
of achieving Sustainable Development Goals
(SDGs) highlights the significant potential
of these technologies across various fields of
human activity. These include “environmen-
tal safety and sustainability” [1], “using Al to
achieve carbon neutrality” [2], “the impact of
Al on transformative changes in energy” [3],
“quantum artificial intelligence for renew-
able and sustainable energy” [4], and “Al in
the economic evaluation of energy efficiency
technologies” [5]. Zhengcheng Fan and co-au-
thors found that “Al can potentially contribute
to achieving 134 out of 169 targets across all
SDGs...” [6], emphasizing the need for a com-
prehensive exploration of the subject area.

In Industry 4.0, Al significantly influences
various sectors of the economy, transforming
activities and states in agriculture, education,
and industry, with the emergence of new sec-
tors and types of human activities. For example,
“we view BCI (brain-computer interfaces) as a
hardware-software communication system that
enables humans or animals to interact with the
environment without involving peripheral nerves
and muscles, using control signals generated by
brain activity” [7, p. 2].

The importance of interpretability in DL mod-
els is considered a key factor for the effective
and optimal use of Al in daily and professional
activities: “...due to their overly parameterized
‘black-box’ nature, it is often challenging to un-
derstand the predictive results of deep models.
In recent years, numerous interpretability tools
have been proposed to explain or uncover how
deep models make decisions” [8, p. 3197].

S. Leonelli and H.F. Williamson compellingly
argue that Al and DL also hold great promise
for environmental sustainability, particularly
in applying Al through plant biology systems,
defining a new role for Al in achieving SDGs [9].

Research by Ahmad et al. convincingly shows
that advancements in Al, such as machine learn-

ing, deep learning, the Internet of Things (IoT),
and big data analytics, are significantly trans-
forming the energy sector in terms of supply,
production, demand, and electricity provision
[10].

Numerous scientific studies are devoted to the
broad application of Al in clean energy. For in-
stance, researchers N.C. Ohalete et al. recognize
the growing role of Al in promoting clean energy
sources and its significant impact on improving
the efficiency of renewable energy systems [11].
Asif Raihan found that Al and machine learn-
ing are actively being implemented in energy
research domains, focusing particularly on re-
newable energy as a key future development
direction for AI [12]. He also emphasizes that
“future research using advanced sustainability
assessment tools such as life cycle assessment,
exergy analysis, etc., should further explore the
sustainability of biomass-to-bioenergy conver-
sion processes” [13, p. 10].

Researchers Kenji Masio, Mizuki Kasamat-
su, and Eisuke Noda raise the critical issue of
improving management and safety in nuclear
energy. They propose the practical applica-
tion of Al in disaster management informa-
tion systems for nuclear power plants under
the name DMP (Decision-Making Panel). This
enhances the safety and resilience of the nu-
clear energy sector: “DMP was developed using
a human-centered design approach based on
international and Japanese human factor de-
sign guidelines... and validated through human
factors verification (task support verification)
to ensure DMP supports decision-making pro-
cesses” [14, p. 346].

Barbara A. Han et al. explore future prospects
for Al and ecology through synergy, emphasizing
the need for guided, targeted synergy to expand
the understanding of ecological sustainability
while improving resilience. They highlight that
current Al systems lack state certainty in terms of
sustainability, leading to negative consequences
in various human experience contexts [15].

Researchers Martin Janos Mayer, Arthur Si-
lagyi, and Gyula Gréf address critical issues of
optimization and efficiency in renewable energy
systems, identifying significant differences be-
tween ecological and economic optima. At the
same time, the proposed multi-objective opti-
mization in applied use has proven effective as
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a compromise between two conflicting goals of
optimization and efficiency [16].

Machelev R. et al. underscore the growing
importance of Al in renewable energy and reveal
its contribution to achieving sustainable develop-
ment goals in the energy sector [17]. Research-
ers Jingze Li, Pei Liu, and Zheng Li examine the
challenges of optimal design and management
of renewable energy systems [18], while Abdalla
et al. investigate the use of Al for optimizing
the configuration of renewable energy systems,
implementing energy management strategies,
and employing energy storage technologies [19].

Connor Sweeney et al. highlight the critical
issue of energy consumption forecasting and
future energy development in their work [20],
while T. Ahmad et al. emphasize and substanti-
ate the fact that Al plays a crucial role in en-
ergy consumption prediction, creating a reliable
benchmark for future energy initiatives [21].

Despite the extensive study of AI’s technologi-
cal impact on energy, empirical research on its
influence on human energy development (HED)
is expanding in the scientific field in search of
more effective solutions [22]. The effectiveness
of Al and DL applications in power systems is
evident in the ability to predict optimal power
flows by combining deep learning and Lagran-
gian methods. This improves the accuracy of AC
power flow optimization, surpassing traditional
power distribution systems [23].

The application of Al and DL in renewable
energy, particularly in solar photovoltaic power
plants, demonstrates significant success in fault
detection and system management. For example,
the integration of the solAIR system, which uses
Al for automatic fault detection in photovoltaic
plants, relies on thermal image analysis using
drones and Al to promptly identify anomalies
and provide maintenance recommendations [24].

The rapid development of artificial intelli-
gence (Al) and deep learning (DL) in the field of
renewable energy has driven numerous studies
that foster the emergence of new methodologies
and applications. These studies explore energy
management systems and energy balance fore-
casting across various domains of human experi-
ence, demonstrating a wide range of approaches
and technologies used in both everyday life and
professional activities. For instance, the works
of Sami Ben Slama and Marwan Mahmoud [25],

as well as Zoltan Nagy et al. [26], highlight these
advancements.

Vladimir Franki, Darin Majnaric, and Alfredo
Viskovic conducted an analysis of the impact of
Al on optimizing energy systems and expanding
international business. Their findings emphasize
the pivotal role of digitalization in unifying busi-
ness processes and relationships, with a focus on
leveraging Al to optimize energy consumption
across various industries, including renewable
energy [27].

Most of the studies reviewed underscore the
importance of applying Al and DL to optimize
renewable energy systems. The diversity of meth-
odologies and application directions is notable,
with some research focusing on real-time energy
trading while others address challenges through
comparative analysis of different Al algorithm
performances.

In Russia, the applied use of Al in energy has
also gained momentum in the scientific domain,
expanding as a subject of interest and explora-
tion. For example, Russian researcher L.V. Mas-
sel examines critical ethical risks associated
with Al use and its prospects in various areas
of human experience: “Three types of risks are
highlighted: job shortages as machines replace
humans; implications for human independence,
freedom, and security; and concerns that smarter
machines may dominate humans and cause hu-
manity’s demise” [28, p. 13]. Domestic research-
ers E.P. Grabchak and E.L. Loginov explore the
implementation of Al-based digital platforms to
enhance decision-making efficiency in techno-
logically complex energy systems. They propose
the development of an integrated digital plat-
form to address these challenges [29]. Similarly,
K.H. Zoido and E.L. Loginov tackle the crucial
issue of ensuring reliability and standardization
in management decisions within the energy sec-
tor using Al [30].

Despite the extensive body of academic re-
search, a significant gap persists between aca-
demic studies and industry needs. While the
authors have attempted to review applied re-
search, the issue of empirical and practical stud-
ies remains relevant. It is crucial to continue
research efforts aimed at the practical imple-
mentation and scaling of innovative solutions
in real-world conditions. Moreover, additional
studies addressing the socio-economic and en-
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vironmental implications of integrating Al and
DL into the renewable energy sector have become
an urgent necessity.

Materials and methods

Different researchers have varying opinions
regarding the advantages and disadvantages of
quantitative and qualitative scientific research
methods in the context of scientific inquiry and
problem-solving. This study incorporates three
interconnected research methodologies: the-
matic modeling, text mining as part of qualita-
tive analysis, and object modeling for the sys-
tematization of results relevant to the research
subject and their practical applicability. Addi-
tionally, the quantitative findings are supple-
mented with theoretical-heuristic analyses of
other researchers’ results.

The concept of parametric optimization (PO)
is employed as an effective method to address
the applied challenge of testing the hypothesis
on energy cost management and efficiency using
Al to achieve optimal performance of technical
systems and alignment with Sustainable Devel-
opment Goals (SDGs) in climate security. In this
research, PO is defined as the process of finding
the optimal solution dependent on one or more
parameters influencing this solution through
feedback loops. Al uses this infinite cycle for
continuous regulation, effectively replacing the
“human” operator, thereby eliminating the hu-
man error factor and improving the efficiency
and optimization of the technical energy system.

To test the hypothesis, PID controllers (Pro-
portional-Integral-Derivative controllers) are
used as regulation tools. These controllers em-
ploy feedback loops and are widely applied in
industrial systems for regulation and control,
especially where continuous modulated control
of an object is required. The PID controller con-
tinuously computes the error as the difference
between the desired setpoint value (SPSP) and
the measured process variable (PVPV). It then
applies corrections based on proportional (PP),
integral (II), and derivative (DD) components,
which are reflected in its name. PID systems
provide precise and timely adjustments to con-
trol functions.

The initial theoretical and practical applica-
tion of PID controllers was found in automatic
ship steering in the 1920s. Over time, their evolu-

tion has seen widespread use in process automa-
tion across manufacturing industries, starting
with pneumatic controllers and later transition-
ing to electronic controllers [31]. Today, the PID
concept is extensively applied in systems requir-
ing precise and optimized automatic control.

The distinctive feature of PID controllers is
their ability to implement three control condi-
tions (proportional, integral, and derivative ef-
fects) on the controller’s output signal for precise
and optimal control. The proportional component
(PP) is proportional to the current error between
the setpoint and the process variable. Applying a
gain coefficient results in a corresponding change
in the control output based on the magnitude of
the error. However, using proportional control
alone may lead to a residual error under steady-
state conditions [32].

The integral component considers past error
values and integrates them over time to eliminate
residual errors resulting from proportional con-
trol. The derivative component predicts future
error trends and directs the controller to reduce
their effect based on the rate of change. Bal-
ancing these components is achieved by tuning
control loop parameters for optimal performance.
The tuning constants must be adapted for each
application, depending on the loop and process
characteristics.

The direct control action of the controller
ensures that a positive error change leads to a
corresponding positive change in the control
output signal. In some cases, reverse action may
be required to apply corrective negative adjust-
ments. Al-driven tuning and training of the con-
trol loop optimize the PID controller’s operation,
ensuring the necessary efficiency and stability
in managing technical energy systems.

Application in water treatment
and energy systems
The operation of wastewater treatment sys-
tems is associated with high energy consump-
tion for technical systems such as pumping
equipment, automated management systems,
lighting, heating, and ventilation [33]. Special
attention is given to sewage treatment facili-
ties (STFs), which use various technical means
to move water with specific flow rates and pres-
sures. A critical aspect of STF operations is the
backflow of treated water into a water body to
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ensure environmental safety [34]. Sewer pump-
ing stations (SPS) with pressure dampening
wells at the ends of pressurized collectors are
often employed to maintain ecological balance
in aquatic environments.

This study proposes using the volume of
wastewater in the discharge collector to gener-
ate energy for STFs through renewable energy
sources. The method involves producing clean
and renewable electricity for STF needs using
specialized installations for generating electricity
in pressure-dampening wells, leveraging treated
wastewater.

For these purposes, small-scale hydropower
plants (HPPs), designed for small rivers or artifi-
cial reservoirs, are considered. Continuous water
supply is essential for HPPs to avoid downtime.
In turn, STFs must operate consistently to ensure
a steady wastewater flow to sustain microorgan-
isms in the treatment process. The PowerPal elec-
tricity generation unit meets these requirements,
ensuring HPP operability [35]. When parameters
exceed standard conditions, the unit generates
additional power. Under standard conditions,
the HPP generates 1250 watts, and the genera-
tor weighs 90 kg. PowerPal is easy to operate
and maintain, providing long-term, fault-free
operation when adhering to the manufacturer’s
instructions.

HPPs are chosen as a practical example of a
technical energy system, prioritizing ecological
and climate sustainability. As noted by interna-
tional researchers, “One strategy is to increase
the share of hydropower as a renewable energy
source to reduce greenhouse gas emissions. The
second strategy is to optimize the operation and
management of hydropower to adapt to various
climatic conditions” [36]. A subsequent signifi-
cant study examined energy and climate sustain-
ability and security based on 140 parameters
across four categories: “...many researchers have
realized the importance of sustainable hydro-
power development and explained the concept of
sustainability from different perspectives” [37].

Results
Preparation stage
1. Selection of a technical device considering
the specified parameters.
2. Installation of the technical device in the
pressure-dampening well.

3. Development of Al algorithm principles.

4. Assessment of the techno-economic effect
of using an alternative electricity source with Al
integration.

To test the research hypothesis, a pressure-
dampening well located at one of the enterprises
in Russia, positioned on the discharge collector
to a water body, was selected as the study object.

When designing the sewer pumping station
(SPS), located at the highest point of the pres-
surized collector, the system was divided into
two main sections:

1. Pressurized section

This section extends from the starting point
to the highest point, where the direction of water
movement changes.

2. Gravity-flow section

This section runs from the highest point to the
endpoint, where water flows naturally without
the use of additional devices.

This design was employed during the planning
and operation of the sewer pumping station for
discharging wastewater from sewage treatment
facilities into a water body at the “N” site. The
schematic diagram of this system is presented
in Fig.

This staged approach allowed for the system-
atic implementation of Al-driven solutions, op-
timizing the energy efficiency of the wastewater
treatment process while ensuring compliance
with environmental safety standards. The results
validate the feasibility of integrating renewable
energy sources into such systems.

Operational features of the sewer

pumping station (SPS)
During the operation of the sewer pumping
station (SPS), specific characteristics are ob-
served related to the functionality of submers-
ible sewage pumps. These pumps can transfer
wastewater through the centrifugal impeller
while the pressurized pipeline operates as a si-
phon. This behavior is due to the steady-state
movement of the liquid, where the product of
the average velocity and cross-sectional area
remains constant. This characteristic enables
energy-saving measures during the transfer of
wastewater from sewage treatment facilities to
a water body.
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Fig. Schematic diagram of the SPS device and pipeline system

Source: Developed by the author.

Using the SIP program to calculate pipeline
filling by pumps, it was determined that filling
the pipes with water using two pumps takes 44
seconds. Once the pipeline is filled with water, it
begins to function as a siphon, while the impel-
ler of the submersible pump continues to pass
water through itself.

Field study
A field study was conducted to evaluate the
proposed SPS operation method, which includ-
ed the following steps:

1. Pumping water with active pumps until
the reservoir in the SPS reached its minimum
level.

2. Employing the siphon method, where the
pumps were switched off after the pressurized
pipelines were filled with water, and measuring
the time taken to empty the SPS reservoir.

Results of the Field study:

e Time for two pumps to operate: 32 min-
utes.

e Time to fill the pipelines using two
pumps: 1 minute.

» Time to drain the water after pump shut-
down: 38 minutes.

o Total drainage time: 42 minutes.

PID controller program algorithm
and optimization
Steps:

1. Measure wastewater levels and energy
consumption.

2. Determine the optimal pump speed using a
PID controller (Proportional-Integral-Derivative
controller).

3. Adjust the pump speed through an Al feed-
back loop.

Code for regulating energy generation
by submersible sewage pumps
python

Copy code

import time

import math

# Parameter setup

setpoint = 50 # Optimal wastewater level
(in percentage)

Kp = 0.5 # Proportional coefficient

Ki =0.01 # Integral coefficient

Kd = 0.001 # Derivative coefficient

# Initialize variables

error_prev =0

integral =0

# Infinite loop for constant regulation

while True:
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# Measure wastewater level and energy con-
sumption

level = measure_wastewater level()

power = measure_energy_consumption()

# Calculate error

error = setpoint — level

# Calculate integral

integral += error * 0.1 # Integral step (0.1 sec-
onds)

# Calculate derivative

derivative = (error — error_prev) /0.1 # De-
rivative step (0.1 seconds)

# Update previous error

error_prev = error

# Compute PID controller output

output = Kp * error + Ki * integral + Kd * de-
rivative

# Limit output signal (0-100%)

output = min(100, max(0, output))

# Adjust pump speed

set_pump_speed(output)

# Pause for 0.1 seconds to refresh data

time.sleep(0.1)

Explanation of the code step-by-step

1. Define the optimal wastewater level and
PID coefficients.

2. Initialize variables for error, integral, and
derivative.

3. Measure the wastewater level and energy
consumption.

4. Calculate the error between the setpoint
and the measured level.

5. Compute the integral of the error.

6. Calculate the derivative of the error.

7. Update the previous error value.

8. Compute the PID controller output.

9. Limit the output within a range of 0-100%.

10. Adjust the pump speed based on the out-
put signal.

11. Pause for 0.1 seconds to refresh the data.

Al logic for pump control
python
Copy code
import RPi.GPIO as GPIO # Import GPIO library
import time # Import time library
# Set GPIO numbering mode
GPIO.setmode(GPIO.BCM)
# Configure GPIO pin 18 as output for relay
control

GPIO.setup(18, GPIO.OUT)

# Set initial relay state (off)
GPIO.output(18, GPIO.LOW)

# Define regulation interval (e.g., 1 minute)
interval = 60 # seconds

# Infinite loop for continuous regulation
while True:

# Get current time

current_time = time.time()

# Check if the regulation interval has elapsed
if (current_time — start_time) >= interval:
# Toggle relay state (turn pump on/off)
GPIO.output(18, not GPIO.input(18))

# Update last regulation time

start_time = current_time

# Clean up GPIO pins on program exit
GPIO.cleanup()

Al operational workflow

1. Import required libraries.

2. Configure GPIO numbering mode (BCM).

3. Set GPIO pin 18 as output for relay control.

4. Initialize the relay to the off state.

5. Define the regulation interval (e.g.,
1 minute).

6. Enter an infinite loop for continuous regu-
lation.

7. Retrieve the current time.

8. Check if the regulation interval has elapsed.

9. Toggle the relay state to control the pump.

10. Update the timestamp for the last regu-
lation.

11. Clean up GPIO pins upon program exit.

Testing the scientific hypothesis

The proposed method of energy saving and en-
ergy supply primarily allows for the utilization
of self-generated energy as a resource. This ap-
proach significantly reduces electricity costs and
labor expenses, which can be viewed by the own-
er as income.

To begin, let us determine the difference in
automation costs for the sewer pumping station
(SPS) before and after implementing the energy-
saving method:

1. The power of a single pump transferring
wastewater is 7 kW/hour.

2. The daily throughput of the SPS is
530 m®/day. The monthly throughput of the SPS
is calculated as follows: Qmonthly = Qdaily x
x 30 = 530 m®/day x 30 = 15,900 m®/month
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Table 1

Using Al for energy generation: the reduction in operational costs and energy consumption

Parameters

Option with Al

Cost for Pressure Maintenance

Kilowatts per month
Monthly electricity cost (rubles)

Annual electricity cost (rubles)

147150.9 = 21,12.6 kW
2,112.6*11 = 23,238.6 rub
23,238.6"12 = 278,863.2 rub

14711.04 = 154.6 kW
154.6*11 =1,700.2 rub
256.12*12 = 20,402 rub

Source: Developed by the authors.

Qmonthly = Qdaily x 30 = 530 m3®/day x 30 =
=15,900m>®/month.

3. Based on the experimental results, the
approximate capacity of two pumps operating
together is 105.4 m*/hour.

4. Calculate the monthly operating time of
two pumps transferring wastewater under the
first scenario: Toperating time = QmonthlyQ-
capacity = 15,900 m*/month105.4 m*/hour =
=150.9 hours/month. Toperating time = Qcapac-
ityQmonthly = 105.4m3/hour15,900m?>/month =
= 150.9hours/month.

5. For the pipeline filling scenario, calculate
the time required to fill the pipelines: Tfill-
ing = QfillingQpump rate = 22.08 m®2 x 0.5 m3/
hour = 11.04 hours. Tfilling = Qpump rate
Qfilling =2 x 0.5m*/hour22.08m?® = 11.04hours.

6. The electricity tariff at this facility is
11 RUB/KW.

Table 1 presents the results of using Al for
energy generation, demonstrating the reduction
in operational costs and energy consumption
through automation and self-sustained energy
production.

Thus, the economic effect is evident: 278,863.2
RUB — 20,402 RUB = 258,461.2 RUB, solely from
energy generation and savings, excluding labor
costs (as Al eliminates the human factor).

The computational power required to sup-
port the growth of Al approximately doubles
every 100 days. Consequently, achieving a ten-
fold increase in Al model efficiency may require
a 10,000-fold increase in computational power.
The energy consumption needed to execute Al
tasks is already exhibiting an accelerated growth
rate, increasing annually by 26% to 36%.

The economic impact of Al on the environ-
ment manifests at two key stages of its lifecycle:
the training phase and the inference phase. Dur-
ing the training phase, models are developed by
processing vast volumes of data, after which they

move to the inference phase, where they are ap-
plied to solve real-world problems. Currently, the
environmental footprint is distributed as follows:
training accounts for approximately 20%, while
inference constitutes the majority — 80%. As Al
models are increasingly deployed across various
sectors, the demand for inference, along with
economies of scale and its environmental impact,
will grow. Aligning AI’s rapid progress with the
need for environmental sustainability requires
a carefully designed strategy encompassing im-
mediate and short-term measures while laying
the foundation for long-term sustainability.

Al contributes to efforts for transitioning to a
climate-neutral and energy-efficient economy in
numerous ways. It aids in the development of new
materials for clean energy technologies, optimizes
the performance of solar and wind power plants,
advances energy storage technologies, enhances
carbon capture processes, improves the accuracy
of climate and weather forecasts for better energy
planning, and catalyzes breakthroughs in green
energy sources, such as nuclear fusion. Through
the strategic application of Al to enhance renewa-
ble energy infrastructure, the future of Al promises
not only the growth of the green economy but also
the creation of more sustainable socio-economic
systems for future generations.

In the long term, fostering synergy between Al
and emerging quantum technologies is a critical
strategy for ensuring sustainable societal devel-
opment. Unlike traditional computing, where
energy consumption grows proportionally to
computational power, quantum computing dem-
onstrates a linear relationship between compu-
tational power and energy consumption. This
potential transformation allows Al to create more
compact models, improve training efficiency,
and enhance overall functionality, undoubtedly
optimizing costs and expenditures for achieving
sustainable development goals.
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Realizing this potential requires collective
efforts, including government support, industry
investments, academic research, and public
engagement. By uniting these elements, we
can ensure a future where progress in Al har-
monizes with the preservation of the planet’s
health.

Discussion

Concerns over data security, ethical dilem-
mas, and potential technological dependency
are key challenges associated with artificial
intelligence (AI). It is well known that Al is
trained on data provided by owners or regu-
lar users, meaning its objectivity directly de-
pends on the quality and objectivity of this
data. This raises serious ethical issues related
to morality, law, and other aspects of social
life. For instance, in the absence of legislation
protecting personal data, what would prevent
Al from disclosing confidential information?
Bias is also inherent in Al algorithms, as their
responses are based on the limited datasets
used during training. Additionally, AI can
generate false information, facilitating propa-
ganda and flooding media spaces with unreli-
able data.

Generative AI models such as Chat, DALLE-2,
Stable Diffusion, and Midjourney rely on vast
amounts of data but may still produce incorrect
or unethical results. Furthermore, there is no
clearly defined entity responsible for the content
generated by Al

The issue of securing data used to train Al is
also highly relevant: who will ensure the pro-
tection of ordinary users from data breaches?
Beyond the risks of data misuse and leaks from
Al applications, the technology poses dangers
to other services. Generative Al could be used
to create fake data capable of bypassing cloud
security systems. These generated datasets might
launch attacks on systems, manipulate stolen
data, or cause other damage, forcing energy com-
panies targeted by Al-powered attacks to improve
their security measures. The most effective tool
to counter such attacks will likely be another
machine learning-based system.

The emergence of modern Al systems has in-
tensified longstanding moral concerns related
to artificial intelligence, amplifying issues that
have existed for centuries.

Potential long-term negative impacts
of Al on environmental and social
sustainability:

e Energy consumption: Data centers and
other infrastructures supporting Al opera-
tions consume significant amounts of energy.
According to the International Energy Agency
(IEA), data centers consumed up to 2% of global
electricity in 2023 (excluding cryptocurrency
mining).! However, advancements in energy
efficiency may mean that the computational
power required for Al growth will not necessar-
ily result in proportional energy consumption
increases. Global data center energy use is ex-
pected to grow by only 6% through 2026.

 Water usage: Data centers using water-
based cooling systems consume less electric-
ity but require large amounts of water. By early
2022, Google’s data centers used 16.3 billion
liters (4.3 billion gallons) of water. By 2023, this
figure rose by 30%, reaching 21.1 billion liters
(5.6 billion gallons). Over the same period, Mi-
crosoft’s water usage increased by 34%, from
4.7 billion liters (1.2 billion gallons) to 6.3 bil-
lion liters (1.6 billion gallons) annually.

e Local utility impact: Al-based data
centers, regardless of their energy generation
methods, place significant strain on local utility
networks. A typical 100-megawatt data center
requires enough electricity to power 80,000
homes.

e Social bias: Al systems can exacerbate ex-
isting social prejudices, hinder efforts to com-
bat discrimination, and worsen public relations.

e Fraud: Al may serve as a tool for creat-
ing sophisticated phishing schemes and various
forms of forgery used for fraud and deception.

e Disinformation campaigns: Al capabili-
ties can be leveraged for targeted disinforma-
tion campaigns and public opinion manipula-
tion.

Geopolitical and economic pressures

Rising geopolitical tensions and economic
sanctions against Russia hinder technological
development, especially in the high-tech sec-
tor. Sanctions target areas requiring complex
problem-solving, including algorithm design

! How Much Energy Is Really Being Consumed by Data Cent-
ers? URL: https://thenewstack.io/how-much-energy-is-really-
being-consumed-by-data-centers/
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Table 2
The Role of Al in ensuring climate security

Al Application

Advantages

Challenges

Climate Condition Forecasting

Environmental Climate Policy

Risk Assessment and Climate
Modeling

Improved forecasting accuracy

Data-driven decision-making

Comprehensive variable
analysis

Requires large, high-quality datasets

Balancing interests of multiple
stakeholders

Integration of diverse data sources

Source: Compiled by the authors.

and the creation of sophisticated software sys-
tems. However, Al can partially offset the nega-
tive effects of Western sanctions by automating
repetitive operations and optimizing complex
technological processes. Al is capable of gen-
erating innovative solutions based on existing
templates and data. It already demonstrates
the ability to understand context and adapt to
changing conditions and requirements.

Climate risk assessment

Identifying climate risks is fundamental to
planning adaptation measures for climate
change. The use of machine learning methods
significantly enhances this process by simul-
taneously accounting for numerous variables,
leading to a deeper understanding of climate
change consequences. Table 2 provides a de-
tailed analysis of climate risk assessment using
Al-based models.

As machine learning technologies advance,
their role in analyzing the state of the environ-
ment grows. Machine learning aids in predict-
ing climate models and making informed policy
decisions. Such Al tools are critically important
in efforts to combat climate change.

Conclusion
Further regulation and prospects for Al use in
technical and energy systems highlight the ef-
fectiveness of parametric optimization meth-
ods through Al in addressing complex challeng-
es, especially those related to data instability

in renewable energy [38]. Existing developed
methods, such as patents for “parametric mod-
el generation for high-performance computing
systems” [39] and the “universal algorithm for
solving parametric optimization problems” [40],
form a substantial domestic software founda-
tion.

The authors foresee significant potential for
developing software in the renewable energy
sector based on artificial intelligence and deep
learning, leveraging improvements in training
methods and resource management. However,
further research and updates to existing ap-
proaches are clearly needed to optimize renew-
able energy sources using advanced machine
learning methods.

The study results indicate that Al is becom-
ing a fundamental factor in the development of
the modern energy sector, which is increasingly
data-driven and characterized by complex inter-
connections. Al provides tools to enhance the
performance of technical systems and improve
efficiency under sanction constraints.

The hypothesis has been confirmed: using Al
as a feedback control loop in technical facilities
for energy purification and generation is a more
economically efficient and technically optimal
alternative to a “human” operator, eliminating
human error. Consequently, the energy industry,
utility enterprises, energy system operators, and
independent power producers should prioritize
the integration of Al technologies into existing
technical systems.
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